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1. Overview Guides

1.1. RBFS Overview

1.1.1. RBFS Overview

RBFS At-a-Glance

RtBrick Full Stack (RBFS) is a disaggregated and open network operating system
that is presently productized and available as a Broadband Network Gateway
(BNG). RBFS acts as an access software for establishing and managing subscriber
sessions for broadband subscribers. It aggregates traffic from various subscriber
sessions and routes the traffic to the network of the service provider.

RBFS establishes and maintains a connection with the Customer Premise
Equipment (CPE), so that subscribers can access and use the network services
from a network service provider.

RBFS runs as an Ubuntu container on the Open Network Linux operating system
on white boxes which can perform Layer 2 and Layer 3 switching.
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Why RBFS

RBFS' open and disaggregated architectural design fosters a faster deployment of
new features and services within a short period and it promotes a collaborative
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ecosystem of hardware and other component vendors. By separating the
hardware from the software, RBFS enables you to choose the white box switches
of your choice without any vendor lock-in. It helps to reduce the deployment and
operational costs significantly by promoting disaggregated BNG that is suitable for
cloud-native ecosystems.

RBFS, built on the microservices architecture, offers some key benefits compared
to traditional monolithic systems. It offers greater agility and provides a higher
degree of automation that reduces operational overheads. RBFS works well with
continuous integration (Cl) and continuous delivery (CD) practices and tools.

Architecture and the Key Functional Components

RBFS has been designed based on a microservices architecture to cater a rapidly
growing broadband traffic. An RBFS container contains multiple microservices,
known as daemons. These microservices are the building blocks of the RBFS
ecosystem and they can communicate with each other through a centralized in-
memory datastore called Brick Data Store (BDS).

Brick Daemons (BD)

Applications

n

Pub/Sub  configuration ~ Routing Multicast MPLS Labels Resource

o ﬂ ﬂ n o

Interfaces Link Forwarding
Aggregation

Infrastructure

Brick Data Store

RBFS has a schema-driven and in-memory database called BDS (Brick Data Store).
As an in-memory data store, BDS relies mainly on the main memory for the
storage of data which is contrary to the databases that store data on disks. BDS
has architecturally been designed to enable very minimal response time by
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removing the time to access data stored in disks. BDS acts as a control plane and
provides all required data and instructions to the daemons for their functioning.

Brick Daemons

RBFS microservices architecture allows decoupled daemons to serve various
functionalities and services and they have their own realm of responsibilities to
serve independently.

For example, the subscriber daemon (subscriberd) manages the current
subscriber state and is responsible for authentication, authorization, and
accounting. The ribd daemon is responsible for route selection, next-hop
resolution, tunnel selection and recursion. The forwarding (fibd) daemon handles
packet forwarding, route NH download, VPP and PD layer programming. Daemons
such as confd and ifmd take care of various configurations and interface
management respectively and together they all compose a comprehensive
broadband session.

For the routing protocols such as BGP, there are two daemons - bgp.appd and
bgp.iod - available to carry out the various functions of the protocol. The bgp.iod
daemon manages sending and receiving of the BGP messages such as open,
update, keepalive, and notification and takes care of session management. The
best route that is selected by bgp.appd daemon is synced with the bgp.iod
daemon so that the routes can further be advertised to other BGP peers.

There are daemons such as CtrID (Controller) and ApiGwD (APl Gateway) which are
part of the RBFS ecosystem. These daemons sit in the middle (on the ONL) and
manage all the communication between the client and backend services running in
the container. The API Gateway (ApiGwD) daemon provides a single point access to
expose services running inside of the RBFS container.

In addition to the RtBrick daemons, you can deploy some other third-party
applications in the container to bring additional capabilities to the system. For
example, Prometheus is an open-source monitoring and alerting software that you
can use for observability and monitoring purposes in the container.

Containerization of Daemons

RBFS daemons and other dependencies are packaged as an Ubuntu LXC container.
This containerization is a logical layer that helps to make the applications secure,
flexible, and portable by providing isolation. This RBFS container is hosted on the
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Open Network Linux (ONL), an open-source operating system, which can be run on
white box switches.

RBFS can perform various roles such as Spine, Leaf, and Consolidated BNG which
have different functions to serve. The software images of these various roles
contain daemons that are required to serve these roles for their different
functions. Though, the RBFS Consolidated BNG software image contains all the
RBFS daemons packaged in a container, other roles such as Spine and Leaf include
only the daemons which are required to carry out their respective functions.

For example, the core Spine RBFS image must include (in addition to other
daemons) the interior gateway protocol daemons such as isis.appd, isis.iod,
ospf.appd, and ospf.iod which are not required in the Access Leaf image.

Similarly, the Access Leaf image should include daemons (in addition to other
daemons) such as subscriberd, 12tpd, pppoed, and ipoed which are not present in
the Spine image.

You can see the daemons such as alertmanager, confd, etcd, fibd, hostconfd, ifmd
and so on are present in the images of both the Spine and Leaf roles as these
daemons are required in both of these roles.

Launching Microservices Dynamically

When the RBFS container starts up, it installs different sets of microservices
depending on the image role and platform. This is done to minimize unnecessary
resource consumption. In RBFS, the microservices are divided into two categories:
base microservices and on-demand microservices. RBFS containers will have all
microservices installed according to the platform and image role, but not all will be
enabled on bootup. Only the base microservices will be enabled and started on
bootup. On-demand microservices will only be started when their respective
configurations are configured and will stop once all dependent configurations are
deleted.

For instance, when the user configures BGP with the CLI command set instance
<instance> protocol bgp, the rtbrick-bgp.appd.1 and rtbrick-bgp.iod.1 services will
start. And, once the BGP configuration is deleted, "rtbrick-bgp.appd.1" and "rtbrick-
bgp.iod.1" will be stopped after 5 minutes (graceful shutdown time).

By default, the following base microservices will be running in the container.
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* rtbrick-confd

* rtbrick-etcd

* rtbrick-fibd

* rtbrick-hostconfd
* rtbrick-ifmd

* rtbrick-lldpd

* rtbrick-mribd

* rtbrick-opsd

* rtbrick-poold

* rtbrick-resmond
* rtbrick-resmond-agent
* rtbrick-restconfd
* rtbrick-ribd

* rtbrick-staticd

When you make other RBFS configurations, the required on-demand microservices
will be automatically enabled.

Supported Topologies

RBFS can be deployed in a spine-leaf architecture and can also be deployed
standalone in a single switch by consolidating all the features in one switch.

A spine-leaf architecture is a two-tier network topology that consists of two
switching layers — a spine and a leaf. In this topology, two layers of switches
interconnect. The leaf layer consists of access switches that aggregate traffic and
connect directly to the spine which is the core network.

The advantage of RBFS spine-leaf topology includes higher performance and better
scalability. It is inherently scalable by providing many paths between any two
points. This topology is easier for horizontal scaling by adding additional switches
to add more capacity to handle increased traffic. This topology is also useful for
low latency and higher bandwidth.

A consolidated BNG architecture offers all the functionalities of a spine-leaf BNG
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architecture on a single bare-metal switch. However, this architecture is
recommended when there is a small concentration of broadband subscribers.

Interfaces to Operate and Manage RBFS

RBFS provides a CLI and a rich set of commands that you can use to operate,
configure, monitor, and manage the system and its various components. Using the
RBFS CLI, you can configure static IPv4, IPv6, MPLS, and multicast routes.

In addition to the CLI, RBFS also offers industry-standard tools and utilities such as
RESTCONF.

RBFS supports REST-based industry-standard tools such as RESTCONF and
Operational State API to enable communication with the software and underlying
devices. RESTCONF is a programmatic interface that enables you to
programmatically access RBFS devices and manage configurations.

The Operational State APl daemon (opsd) provides the operation state of the
system. It forms a stable contract between RBFS and network management
systems and inspects the operational state of the device to diagnose and
troubleshoot problems.

RBFS APIs allow to access and consume RBFS data simply and securely.

RBMS (RtBrick's Management System) is a GUI-based application that acts as a
single pane of glass and allows interactions with RBFS for all operations, from
provisioning and management to monitoring and debugging.

RBFS
Management
APls
CtriD APl <—) BDS
RESTCONF _ / \ H S
AP restcond o SIE e
api
R ctrid
BDS APl < II| > [ eDS tables_|
BD APl >
internal LXC
APIs
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Features and Components

Routing

RBFS, at its core, is a routing software that supports both IP routing and MPLS
routing. In dynamic IP routing, RBFS supports all major routing protocols that
include OSPFv2 and IS-IS (interior gateway protocols) and BGP (exterior gateway
protocol).

RBFS also supports Protocol Independent Multicast (PIM), a multicast routing
protocol that runs over existing unicast infrastructure. PIM-SSM uses a subset of
PIM sparse mode and IGMP to permit a client to receive multicast traffic directly
from the source.

Static Routing

RBFS supports static routing that allows you to configure routes manually.

Segment Routing

RBFS supports segment routing using the IS-IS and OSPF protocols. In segment
routing, the source router decides the path (throughout the network) to the
destination and encodes the path details in the packet header as an ordered list of
instructions. The routers on the path do not take any forwarding decisions but just
execute the forwarding instructions.

Routing Policy

RBFS routing policies allow to control and modify the behavior of routing protocols
such as IS-IS, OSPF, and BGP. RBFS has a generic routing policy framework that
serves multiple purposes and applications. In RBFS, the routing policy
implementation is performed by four major components: Policy Repository,
Command Processing Module, Policy Server, and Policy Client.

Access and Subscriber Management

RtBrick's modular and scalable subscriber management offers the next-generation
access infrastructure (ng-access) that supports protocols such as PPPoE, IPOE,
L2TPv2, DHCPv4 and DHCPv6 and RADIUS. It provides subscriber authentication,
access, service creation, activation, and deactivation. It collects accounting
statistics for the subscriber sessions. RBFS enables you to address the challenges
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such as interoperability with numerous client devices from various vendors which
requires a well-implemented and industry-proven access protocol stack, including
support for all relevant RFCs. RBFS subscriber management infrastructure
provides the next generation of internet access protocols designed for carrier-
grade services.

Support for PPPoE, IPoE, and L2TPv2

RBFS supports subscriber session management protocols such as Point-to-Point
Protocol over Ethernet (PPPoE), Layer Two Tunneling Protocol (L2TPv2), and IP over
Ethernet (IPoE) to deliver network access services to broadband subscribers.

PPPoOE establishes a PPP connection over the ethernet. In RBFS, the PPPoE daemon
(pppoed) manages PPPoE and PPP sessions.

IP-over-Ethernet (IPoE) is an alternative to PPPoE to deliver network access services
to broadband subscribers. IPOE does not require client dial-in software and is easy
to use when accessing the network. In RBFS, the IPOE daemon (ipoed) manages
IPOE services using DHCPv4 and DHCPvé.

The L2TPv2 daemon (I12tpd) is used for the L2TPv2 tunnel and session handling.
L2TP is a Layer-3 tunneling protocol that initiates a tunnel between an L2TP access
concentrator (LAC) and an L2TP network server (LNS). This enables Point-to-Point
Protocol (PPP) link layer to be encapsulated and transferred across the internet.

Accounting

RBFS accounting is the process of tracking subscriber activities and network usage
in a subscriber session for auditing and billing. Accounting tracks information such
as subscriber identity, the number of packets and bytes transferred from and to
the network, start and stop times of the sessions and so on. The accounting keeps
track of resources used by the subscriber during the sessions. This includes the
session time called time accounting and the number of packets and bytes
transmitted during the session called volume accounting. In RBFS, accounting can
be performed based on classes or types of services such as video, VolP, and data.

Support for Lawful Interception

RBFS supports Lawful Interception (LI) to allow legal authorities to obtain
communications network data for analysis or evidence. LI is a technique of
intercepting certain user data streams tunneling the intercepted traffic to a
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mediation device with the data and only the users with appropriate credentials can
access the intercepted data.

HTTP Redirect Service

RBFS HTTP Redirect service allows network service providers to intercept and
redirect HTTP request traffic from subscribers to a designated captive portal
instead of the original destination. This powerful service has a multitude of use
cases, ranging from subscriber re-authentication to enforcing acceptance of
network usage policies. It allows network service providers to re-authenticate
subscribers when necessary and ensure that users explicitly accept network usage
policies before accessing services. By implementing the RBFS HTTP Redirect
Service, network service providers can efficiently manage user access and enforce
compliance with network regulations and policies, ultimately enhancing the overall
security and user experience within their network environment.

RBFS (Hierarchical) Quality of Service

RBFS Quality of Service (QoS) is a method of prioritizing network traffic for mission-
critical applications and high-priority network services such as voice and video. It
provides control over a variety of traffic types and ensures that critical data traffic
gets sufficient network resources such as bandwidth.

RBFS can perform priority forwarding of data packets throughout the network. For
this preferential forwarding, it identifies and classifies the network traffic. So that
the critical network packets get sufficient resources. RBFS QoS ensures the
required level of service and provides cost benefits to network providers by
enabling them to use network resources efficiently.

RBFS also supports Hierarchical Quality of Service (HQoS), a mechanism that allows
you to specify Quality of Service (QoS) behavior for different traffic classes. QoS
allows classifying services such as voice and video, but using HQoS, you can apply
QoS policies to different users, VLANSs, logical interfaces, and so on. RBFS employs
HQoS by using the mechanisms such as classifier, queuing, scheduler, policer,
shaper, and remarking. HQoS provides a higher degree of granularity in traffic
management.

RBFS Carrier-Grade Network Address Translation

RBFS is multi-service edge routing software with which you can deliver both CGNAT
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and BNG functionalities on a single open switch to reduce costs and increase
efficiency.

The RBFS CGNAT or NAT444 solution supports Network Address Port Translation
(NAPT), which has the potential to conserve IPv4 addresses for service providers.
NAPT is an effective method for allowing multiple devices to connect to the
Internet using a single public IPv4 address.

The solution can address the IPv4 depletion challenge of service providers. Using
the RBFS CGNAT, service providers can serve a large number of subscribers using a
limited number of public IPv4 addresses.

RBFS CGNAT solution has some unique characteristics. Both BNG functionalities
and CGNAT functionalities can coexist in a single RBFS device. RBFS CGNAT
implements NAT in the chipset that allows for the delivery of CGNAT functionality
in-line, fully integrated into the packet processing pipeline alongside other
functions in the data plane itself, without requiring any additional chipset
resources.

RBFS CGNAT supports deterministic NAT mode of address translation, which
provides a consistent mapping of private IPv4 addresses with public IPv4
addresses and port ranges. This mode ensures a one-to-one mapping of private
IPv4 addresses with public IPv4 addresses, allowing you to specify the private
address and its matching public address and port range. The given private IPv4
address is always translated to the same public address.

Ethernet VPN - Virtual Private Wire Service

RBFS Ethernet VPN - Virtual Private Wire Service (EVPN-VPWS) technology provides
point-to-point Layer 2 services over an IP or MPLS network. It is based on the EVPN
(Ethernet VPN) technology, which extends the BGP (Border Gateway Protocol) to
handle MAC addresses and Ethernet segments in addition to IP prefixes.

EVPN-VPWS allows service providers to offer Layer 2 services with better
scalability, flexibility, and ease of operation compared to traditional Layer 2
technologies like VPLS (Virtual Private LAN Service). It uses BGP as the control
plane protocol to distribute MAC reachability information across the network,
enabling efficient MAC learning and forwarding.

10
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RBFS Redundancy

RBFS supports deployment in redundancy mode that protects from link and node
failures. Node and link outages that may occur on an RBFS access network can
bring down the subscriber services. RBFS Redundancy helps to minimize the
impact of these events and to reduce interruptions and downtime by providing a
resilient system.

RBFS Redundancy protects subscriber services from various software and
hardware outages. It provides mechanisms to enhance network resiliency that
enables subscriber workloads to remain functional by ensuring a reliable
switchover in the event of a node or link outage. With RBFS Redundancy, if one
node goes down, another node can automatically take over the services.

RBFS Redundancy protects subscriber groups using an active standby node cluster
model. RBFS Redundancy architecture consists of an active-standby node cluster
and one node is active that runs workloads at a time. The peer node, which is
identical to the first node, mirrors the concurrent subscriber state data from the
peer and takes over workloads in the event of a node or link failure.

Zero Touch Provisioning

By leveraging the Zero Touch Provisioning (ZTP) feature, you can automate many
of the RBFS deployment and setup tasks. ZTP allows you to set up and configure
the platforms automatically by eliminating the repetitive manual tasks in a large-
scale environment. This feature significantly reduces human touch points and
errors prone by manual interventions and makes the deployment easier.

Scalability in RBFS

RBFS allows horizontal scaling to enhance system capacity. You can add additional
switches to the spine and leaf layers to enhance capacity to handle increased
subscriber traffic.

RBFS offers subscriber management capacity in a scale-out architecture called the
Point-of-Deployment (PoD), also known as a SEBA PoD (SDN-enabled PoD). A large-
scale PoD consists of access leaf routers aggregated by a layer of spine routers in
an auto-provisioned CLOS topology. The access leaf routers provide subscriber
management functionality. For even greater scalability, a layer of border leaf
routers can be added to the core of the network provider network to provide more
connectivity.
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The leaf routers can be scaled out horizontally to increase the number of
subscribers supported on the PoD, providing a pay-as-you-grow model. PPPoE
subscribers can be terminated on the access leaf routers or tunneled to an LNS
over L2TPv2. L2 Cross Connect (L2X) allows subscriber traffic to be tunneled out of
the PoD at Layer 2, providing connectivity.

Security in RBFS

In RBFS, security is integrated into the foundation of the network. RBFS
implements several techniques and methods to safeguard the entire network
infrastructure. RBFS has a comprehensive set of security capabilities that deploy
multiple security controls to protect different areas of the system and network.

Security features for RBFS Control Plane

RBFS Control Plane security feature enables filtering and rate-limiting the traffic
transmitted from the forwarding plane to the control plane. RBFS uses Access
Control Lists (ACLs) and policers to secure the router’s control plane.

All routing protocols, management protocols, and service protocols run in the
control plane. The output of these protocols results in databases such as routing
tables, MAC tables, ARP tables, and so on, which eventually get programmed in the
forwarding plane.

ACLs are the building blocks of control-plane security. RBFS employs fundamental
mechanisms - Protocol ACLs and Route Lookup - for redirecting control plane
traffic to the CPU and policers for controlling CP traffic to the CPU.

All routing protocols (BGP, OSPF, and ISIS), Management Protocols (SSH,
RESTCONF, and so on), Service Protocols (RADIUS, NTP, and TACACS+), and Access
Protocols (PPPoE, DHCP, L2TP, and PPP) automatically create Access Control Lists
(ACLs) required to punt the protocol traffic to the CPU Control Plane.

The RBFS Control Plane Security feature adds policers to all protocol ACLs. This
feature creates a set of default policers and applies them to the protocol ACLs to
secure the control plane from DDoS attacks.

Security features for RBFS Management Plane

RBFS provides the capability to restrict access to the management plane only to
authenticated and authorized entities. The authentication identifies the entity and

12



Technical Documentation: RBFS User Guides

the authorization validates if the entity is allowed to execute the action.

RBFS supports the security protocol, TACACS (Terminal Access Controller Access
Control System). RBFS provides a Pluggable Authentication Module (PAM) that
enables it to work with TACACS for centralized authentication for users who try to
access a router.

For management plane security, RBFS implements token-based authentication
that provides access to the management plane through APIs only to the
authenticated entities.

RBFS uses JSON web token, an open standard token, that defines a compact and
self-contained way for securely transmitting information between parties as a
JSON object. The ApiGwD daemon validates the access token against a JSON web
key set (JKWS).

Logging and Observability in RBFS

RBFS logging is the process of writing log messages during the execution of an
event. Logging provides reports about the events in the entire RBFS ecosystem at
different functional areas. You can configure logging based on the different
severity levels available. RBFS also allows you to send logs to third-party log
management servers such as Graylog where you can view and analyze the real-
time data. It provides you the ability to trace out the errors of the applications in
real-time.

Operational state visibility is crucial for troubleshooting, testing, monitoring, and
capacity management. To enable operational visibility, it is required to collect
router metrics periodically. RBFS allows the ingestion of time-series data allows to
send operational queries.

RBFS uses Prometheus, an open-source system monitoring and alerting tool, for
monitoring and metric collection. Prometheus collects time-stamped data for
events, network data, application performance, and so on. The tool allows
analyzing metrics with the PromQL query language. Additionally, RBFS provides an
optional alert management tool. You can use both of these tools together with its
own services to integrate them into the RBFS ecosystem.

Observability Using SNMP

RBFS SNMP (Simple Network Management Protocol) provides a network
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monitoring mechanism that collects state information from various network
devices and components. With SNMP, you can monitor interfaces, CPU usage,
temperature of the device, bandwidth usage, and so on. For example, if an
interface goes down on one of the devices, SNMP can quickly alert this. The RBFS
SNMP implementation allows retrieving system state information using the
Protocol Data Unit (PDU) from various network components.

SNMP allows performing various operations that include GET for retrieving data,
SET for modifying data, TRAP for notifying an event and so on. These operations
provide management access to the MIB hierarchy. RBFS supports the SNMP
version 2c and SNMP version 3.

Resource Monitoring

Monitoring the device and its various components is very crucial to analyze the
health of devices. RBFS provides resource monitoring capabilities to keep track of
various components of the devices. RBFS has a dedicated daemon called resmond
to discover and monitor the device resources. With RBFS Resource Monitoring, you
can continuously observe the health of the system resources such as CPU,
Memory, Processes, Disks, Sensor, and Optics.

Port Mirroring

RBFS supports port mirroring, a monitoring technique that can be implemented on
network switches. Port mirroring allows to copy and send data packets from one
port to another port for monitoring purposes. Port mirroring enables network
administrators to troubleshoot the system with a protocol analyzer on the port
that has the mirrored data.

RBFS Software Licensing

RBFS software is available at RtBrick Image Store (https://releases.rtbrick.com/)
where you can download the latest version. For more information on RBFS
software licensing and installation, see
/resources/techdocs/24.7.1/tools/rtb_tools_installation_manual.htmI[RBFS
Software Licensing and Installation].
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1.2. RBFS CLI Overview

1.2.1. RBFS Command Line Interface

RBFS CLI Overview

RBFS command line interface is a primary user interface that enables you to
interact with RBFS for monitoring, configuring, debugging, and maintaining the
system. RBFS command line interface, that runs on top of the Ubuntu shell,
provides a rich set of commands which allow you to execute various operations on
the system.

RBFS CLI commands are organized in hierarchies based on their functionalities.
Commands, which are used to execute the same type of functions, have the same
hierarchy. For example, to display information, you can use commands that start
with 'show'. Delete command, in RBFS, is used to remove an existing configuration.

The RBFS command-line interface has three modes: Configuration mode,
Operation mode, and Debug mode.

Operational mode: This is the default mode of RBFS command line interface.
Operational mode allows you to execute the operational commands such as show
commands to view or monitor various system configuration and its current state.

Configuration mode: Configuration mode allows to execute various
configurations for services or features. It also allows you to view the information
for the existing configurations.

Debug mode: It allows you to execute troubleshooting or debugging operations in
the RBFS system.

Using the CLI

The following are some of the utilities which help you working with the CLI faster
and easier.

Complete Partially Typed Commands:

You can press Tab key to complete a partially typed command. It helps you work
with commands faster.
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Command Options and Description:

If you do not know the options available for a command and the purposes of the
options, you can enter the question mark symbol (?). It displays all the available
command options and descriptions for that commands.

In any of the modes, if you type the question mark symbol (?), the
0 CLI displays a set of commands which can be executed in that
particular mode.

When you execute configurations through CtrID, and then with
the Command Line Interface, it results in error when you commit
0 the configuration through the CLI. The reason is that CtrID directly
interacts with the backend applications (BDS and CONFD) and
these changes are not synced with the CLI.

Launch the RBFS CLI

The following example shows how to start the RBFS CLI.

supervi sor @t bri ck>LEAFO1: ~$ cli
supervi sor @t bri ck>LEAFO1: op>

0 ‘ 'op>' shows you are in operational mode.
CLI Prompt

The RBFS CLI prompt reflects the static hostname and host OS hostname. In RBFS,
the static hostname is the container name and the dynamic hostname is derived
from DHCP.

The format of the RBFS CLI prompt is as follows:
<username> @ <static_hostname> > <hostname.host-0s>: <mode>

Example:

supervi sor @t bri ck>LEAFO1: op>
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Switch CLI Modes

RBFS CLI has three modes: Configuration mode, Operation mode, and Debug
mode.

You can enter switch-mode command to change the CLI mode.
For example, enter switch-mode config to switch to configuration mode.

The following example shows how to switch between modes.

supervi sor @t bri ck>LEAFO1: op> sw t ch-node

config Enter a given node
debug Enter a given node
operation Enter a given node

The following example shows how to switch from the operation mode to the config
mode.

supervi sor @t bri ck>LEAFO1: op> sw tch-nbde config
supervi sor @t bri ck>LEAFO1: cfg>

Turn on/off Paging

To turn the paging on or off, use the following command:
paging [on | off]

« off - Pagination will be turned off for the commands that span more than
screen length

* on - Pagination will be turned on for the commands that span more than
screen length

Example:

supervi sor @t bri ck>LEAFO1: cfg> paging on

Display Command History

The history command enables you to view the previously executed commands.
You can execute the command in any of the CLI modes.
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history

Example:

supervi sor @t bri ck>LEAFO1: op> history
show config set

exit

show config set

| oad config test.json
| oad config obj.json
show config set

exit

show config set

| oad config test.json
swi t ch-node config

| oad config test.json
| oad config obj.json
exit

swi t ch- node config
show config set

| oad config test.josn
| oad config obj

| oad config obj.json
exit

show config set

| oad config obj.json

| oad config test.json
exit

show bd runni ng- st at us
| oad config test.json
show confi g set

exit

show bd runni ng- st at us
show co

show cores

exi

show datastore confd table test index index2
exit

CLI Access Logs

RBFS supports sending command history log messages to Graylog, a log
management software that enables real-time analysis of log messages.

The command history logs help you to understand which user has executed a
specific command across multiple CLI sessions.

The log format for CLI command history logs is: User '%s' executed command '%s'.
System logging is implemented for RESTCONF.

o ‘ For RESTCONF error logs, do not set the log level to 'info'. If you
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set the log level to info, logs are generated for all the restconfd
requests.

Operational Commands

Display Core Files

You can use the show cores command to show a set of system core files created
when the device service has been crashed. This command is used for diagnostic
purposes.

Example:

supervi sor @t bri ck>LEAFO1: op> show cores

Dat e Ti me Fi | enane

May 10 09:02 core. |l dpd. 20220510- 090237. 1317. zst

May 10 09:02 core.ignp.iod.1.20220510-090228. 1282. zst
May 10 09:02 core.pimiod. 1. 20220510- 090228. 1280. zst
May 10 09:01 core. |l dpd. 20220510- 090145. 984. zst

May 10 09:01 core.ignp.iod.1.20220510-090140. 991. zst
May 10 09:01 core.pimiod. 1. 20220510- 090140. 989. zst

View Hardware Resource Usage Limit Information

In RBFS, you can view the hardware resource usage limit details.
Run the following command:
show hardware limits

Example:

supervi sor@tbrick>rtbrick.net: op> show hardware linmts
Har dwar e resour ces:

Modul e: fib

ASI C : q2c

Rol e . accessl eaf

Model : agcva48s

| Pv4 route count : 1200000

| Pv6 route count . 250000
Modul e: fib

ASI C : Qq2c

Rol e . accessl eaf

Model . as7946- 74xkb

| Pv4 route count . 1200000

| Pv6 route count ;250000
Modul e: fib

ASI C : q2c

Rol e . accessl eaf
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Mbdel

| Pv4 route count

| Pv6 route count
Modul e: fib

ASI C

Rol e

Mode

| Pv4 route count

| Pv6 route count
Modul e: bgp

ASI C

6PE | abe
Modul e: confd

ASI C

Max MrIU profile

Max L3 MIU profile

Max subscriber MIU profile
Max physical MrU profile

Modul e: rd
ASI C

as7946- 30xb
1200000
250000

g2c
accessl eaf
s9600- 72xc
1200000
250000

g2c
2

g2c

o o W

g2c

Reboot Containers and Hosts

The reboot command allows you to restart containers and hosts.

reboot <option>

Option

container

container-and-confirm

device

device-and-confirm

Example:

Description

Without any option, this command allows you to
reboot a container (default). You are prompted to
confirm rebooting the container when you enter this
command. You must answer yes or no.

This command allows you to reboot a container. You
are prompted to confirm rebooting the container
when you enter this command. You must answer yes
or no.

This command reboots the container without
prompting yes/no.

This command allows you to reboot a device. You are
prompted to confirm rebooting the device when you
enter this command. You must answer yes or no.

This command reboots the device without prompting
yes/no.
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supervi sor @t bri ck>LEAFO1: cfg> reboot contai ner

Display System Version Details

To display the version details of RBFS and its various components, use the show
version command.

show version

Example:

supervi sor @ xr _pel>srv3. nbgl.rtbrick.net: op> show version

uul D : 2abb4250- 2al4- 4e5c- 84e2- 6785eeel58f 8

Ver si on : 22.6.0-gdinternal . 20220620060710+Bf s0000bgpaut hl at est . C3abc099d
Rol e : spine

Pl at form : virtual

For mat : Ixd

Build date : 2022-06-20 06:07:10 UTC

Conponent Ver si on

Ti mest anp Br anch

al ert manager 0. 20. 1001-

i nternal .20220613124702+Bdevel opnent . . .. 2022-06-07 20:01: 29
devel opnent

cligen 0.1.0-

i nternal.20220613140225+Bdevel opnent . C9457¢c97b 2022- 06- 07 20: 00: 33
devel opnent

clixon 4.3.1-

i nternal.20220618124913+Bdevel opnment . C85593b60 2022- 06- 13 11:48: 32
devel opnent

<...>

Display Date and Time

To display system date and time, use the date command.
date

Example:

supervi sor @t bri ck>LEAFO1: op> date
Thu Apr 28 09:56: 32 UTC 2022

Display Routes

The show route command displays information of routes.

Syntax:
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show route <options>

Attribute

detail

instance <name>
ipv4

ipv6

mpls

label <value>

prefix <value>

prefix-length-distribution

source

summary

Description

Without any option, the command displays the
information for all routes for all modules.

Shows detailed route information.

Routing table information for a specified instance.
Shows route information for the IPv4 routing table.
Shows route information for the IPv6 routing table.
Shows route information for the MPLS routing table.

Shows route information for a specified destination
label.

Shows route information for a specified destination
prefix.

Shows the number of routes with the same prefix
length for the sources.

Shows routes from a specified source.

Shows the number of routes selected by RIBD for
each source.

Example 1: Route information

supervi sor @t bri ck>LEAFO1: op> show route

I nstance: default, AFI: ipv4, SAFI: unicast

Pr ef i x/ Label Sour ce Pr ef Next Hop Interface
11.0.0.1/32 arp-nd 6 11.0.0.1 hostif-0/0/4/1
12.1.0.0/ 24 ospf 10 23.0.0.2 hostif-0/0/0/1
23.0.0.0/ 24 di rect 0 23.0.0.0 hostif-0/0/0/1
25.0.1.0/ 24 ospf 10 23.0.0.2 hosti f-0/0/0/1
25.1.1.0/24 ospf 10 23.0.0.2 hostif-0/0/0/1
34.0.3.3/32 direct 0 34.0.3.3 hostif-0/0/2/1
56. 0. 1. 4/ 30 ospf 10 23.0.0.2 hostif-0/0/0/1
56.0. 2.0/ 31 ospf 10 34.0.2.4 hostif-0/0/1/1

Example 2: Route summary

supervi sor @t bri ck>LEAFO1:
I nstance: default

cfg> show route summary

Sour ce Rout es
bgp 2
direct 4
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Total Routes 6
I nstance: ip2vrf
Sour ce Rout es
bgp 6
direct 2
Tot al Routes 8
I nstance: li-vrf
Sour ce Rout es
bgp 4
di rect 2
Total Routes 6
I nstance: ngnt-vrf
Sour ce Rout es
bgp 2
direct 2
Total Routes 4
I nstance: radius-vrf
Sour ce Rout es
bgp 5
direct 2
Total Routes 7

Example 3: Routes with the same prefix length for IPv4

supervi sor @t bri ck>LEAFO1: cfg> show route prefix-Ilength-distribution
I nstance: default

Prefix Length Count
/32 2
/128 4
Sum 6
I nstance: ip2vrf
Prefix Length Count
/0 2
/24 1
/32 2
/ 64 1
/128 2
Sum 8
Instance: |i-vrf
Prefix Length Count
/0 2
/32 2
/128 2
Sum 6
I nstance: mgnt-vrf
Prefix Length Count
/32 2
/128 2
Sum 4
I nstance: radius-vrf
Prefix Length Count
/0 2
/24 1
/32 2
/128 2
Sum 7
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Show Route Resolution

The show route-resolution command displays the routes which were requested to
be resolved for their nexthops. Otherwise, it shows the route is unresolved.
Syntax:

show route-resolution <options>

- Without any option, the command displays the
information for all requests and response tables
side by side.

destination-instance Displays the information for all requests and response
for a destination instance.

look-up instance Displays lookup instance routes.
prefix Displays routes for prefix 4 or prefix 6.
resolved Displays resolved routes.

source Displays source of requested source.
unresolved Displays unresolved routes.

Example:

super vi sor @ 1- STD- 2- 2008>bn08-t st. hel . rtbri ck. net: op> show route-resol ution
192:1::1, Source: hgp

Destination instance: default, AFl: ipv4, SAFl: vpn-unicast
Lookup i nstance: default, AFlI: ipv6, SAFI: | abel ed-unicast
Covering Prefix: 192:1::1/128

Interface MAC Addr ess Next hop

hostif-0/0/1/10 7a:11:21:c0:00:03 fe80::7811: 21ff:fec0: 3
192:1::1, Source: bgp

Destination instance: default, AFI: ipv4, SAFl: vpn-multicast
Lookup i nstance: default, AFI: ipv6, SAFI: | abel ed-unicast
Covering Prefix: 192:1::1/128
Interface MAC Addr ess Next hop
hostif-0/0/1/10 7a:11:21:c0:00: 03 fe80::7811: 21ff:fec0: 3
<...>
Example:

supervi sor @t bri ck>ufi 07. g2c. u2l.r4. nbg.rtbrick. net: cfg> show route-resol ution
unr esol ved
192. 168. 16. 128, Source: radi us
Lookup i nstance: inband_ngnt, AFI: ipv4, SAFl: unicast
Covering Prefix: None, 7 resolution attenpts
198. 18. 73. 251, Source: pim
Lookup i nstance: ip2, AFl: ipv4, SAFI: unicast
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Covering Prefix: None, 7 resolution attenpts

Viewing Configuration
View Configuration
To view configurations, enter the show config command.

Example:

supervi sor @t bri ck>LEAFO1: cfg> show config

Display Configurations in a Specific Format

The show config command displays the current committed configurations of the
system. By default, this command displays the configurations in a json format.

show config <format>

You can also specify the format explicitly, if needed. The available display formats
are:

+ json: Display configurations in JSON format

+ set: Display configurations in CLI format (similar to commands executed)

 netconf: Display configurations in XML format

text: Display configurations in textual format (similar to YANG definition)

The following example shows how configurations are displayed in the text format.

supervi sor @t bri ck>LEAFO1: op> show config text
daenon-options {
i nst ance- nane *;
afi *;
safi *;
bd-type bgp. appd;
bd- name bgp. appd. 1;
}
daenon-options {
i nst ance- nane *;
afi *;
safi *;
bd-type bgp.i od;
bd- name bgp.i od. 1;
}

interface {
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nane | o-0/0/0;

unit {
unit-id 0;
address {
i pvd {
prefix4 198.51. 100. 75/ 24;
}
i pv6 {
prefix6 2001: db8: 0: 110: : / 32;
}
}
}
}
<...>

To view configurations in the set format, use the show config set command.

Example:

supervi sor @t bri ck>LEAFO1: cfg> show config set

set interface ifp-0/0/1

set interface ifp-0/0/1 ifp-id 1

set interface ifp-0/0/2

set interface ifp-0/0/2 ifp-id 2

set instance bl ue

set instance blue protocol bgp address-famly ipv4 multicast
set instance blue protocol bgp address-famly ipv6 unicast
set instance red

set instance red protocol bgp address-famly ipv4 unicast
set instance red protocol bgp address-famly ipv6 unicast

View Configuration in a Specified Hierarchy

To view configuration in a specified hierarchy, use the following command:

supervi sor @t bri ck>LEAFO1: cfg> show config set instance red protocol bgp
set instance red protocol bgp address-famly ipv4 unicast
set instance red protocol bgp address-famly ipv6 unicast

Commit CLI Configurations

To commit the configurations, use the commit command.

The following example shows how to commit your changes.

supervi sor @t bri ck>LEAFO1: ~$ cli

supervi sor @t bri ck>LEAFO1: op> sw tch-nbde config
supervi sor @t bri ck>LEAFO1: cfg> <cli conmand goes here>
supervi sor @t bri ck>LEAFO1: cfg> conmit
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When you exit CLI configuration with uncommitted changes, a reminder text
appears saying that you have changes to commit, as shown in the following
example:

supervi sor @t bri ck>LEAFO1: cfg> exit
Uncommitted changes are present

1. Discard the changes and exit

2. Conmit the changes and exit

3. Keep the changes and exit [Default behavior]
Enter one of the above choice to proceed :

Add a Configuration Description

An in-line description or comment can be added to a system configuration to
describe it.

set system config-description <description>

Example:

supervi sor @t bri ck>LEAFO1: cfg> set system config-description "This is sanple test
configuration"
supervi sor @t bri ck>LEAFO1: cfg> conmit
supervi sor @t bri ck>LEAFO1: cfg> show config
{
"ietf-restconf:data": {
"rtbrick-config:system: {
"config-description": "This is sanple test configuration"
}
}

View Uncommitted Changes

To view the uncommitted changes, use the show diff command:

supervi sor @t bri ck>LEAFO1: cfg> show diff

supervi sor @t bri ck>LEAFO1: cfg> set interface ifp-0/0/3 ifp-id 3
supervi sor @t bri ck>LEAFO1: cfg> set interface ifp-0/0/4 ifp-id 4
supervi sor @t bri ck>LEAFO1: cfg> show diff set
+set interface ifp-0/0/3
+set interface ifp-0/0/3 ifp-id 3
+set interface ifp-0/0/4
+set interface ifp-0/0/4 ifp-id 4
supervi sor @t bri ck>LEAFO1: cfg> show diff
}
+interface {
+ nane ifp-0/0/3;
+ ifp-id 3;
+}
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+interface {

+ nane ifp-0/0/4;
+ ifp-id 4;

+}

i nstance {

Save Configuration

To save configurations, enter the following command:

supervi sor @t bri ck>LEAF01: cfg> save config nmy_config.json

+ Ensure that you use .json at the end of the filename.

0 * The configuration will be saved to the current working
directory of CLI executable.

Delete the Entire Running Configuration at a Time

To delete the entire running configurations at a time, use the discard all command.

Example:

supervi sor @t bri ck>LEAFO1: cfg> discard all

View the Configuration Differences in the Current and Previous Versions

In RBFS, you can view the configuration differences between the current and the
previous versions.

show diff <number>

supervi sor @t bri ck>LEAFO1: cfg> show diff 2
system {

- secur e- managenent - st at us fal se;

+ secur e- ranagenent - st at us true;

}

Rollback to a Previously Committed Configuration

To rollback to a specific configuration prior to the most recently committed one,
use the following command:
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rollback <number>

number: Specifies the rollback ID. Range: 1 through 49. 0 refers to the active
configuration, 1 refers to the most recent previous configuration. Default: 1

For example, to rollback to rollback ID 2, use the following command:

supervi sor @t bri ck>LEAFO1: cfg> rollback 2

Rollback to a Specific Version of Software Configuration

To rollback to a specific version of the software configuration, use the following
command:

rollback commit-id <commit-hash>

Example:

supervi sor @t bri ck>LEAFO1: cfg> roll back commt-id
29d5db038c1920f dsdsdsdsdsd323232

Load Configuration
To load configurations, enter the following command:
load config <filename> <option>

The options include merge and replace. You can specify merge after the file name
to merge the configuration with the running configuration. Specify replace to
replace the running configuration with the new one. Without any option, it
replaces the running configuration, by default.

supervi sor @t bri ck>LEAFO1: cfg> |oad config <fil ename>

0  Ensure that you use ".json' at the end of the filename.

« Remember to commit your changes after loading.

Discard the Uncommitted Configuration

To discard the uncommitted configuration, enter the following command:
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supervi sor @t bri ck>LEAFO1: cfg> discard

Supported Platforms

Not all features are necessarily supported on each hardware platform. Refer to the
Platform Guide for the features and the sub-features that are or are not supported
by each platform.

1.3. BDS Overview

1.3.1. BDS Overview

The Brick Data Store (BDS) is a purpose-built, in-memory state database optimized
for cloud networking. In RBFS, all system state information is stored as objects in
BDS tables. Objects are entries in BDS tables that represent a state.

Pub/Sub Model

All Brick Daemons (BD) independently publish and subscribe to tables in a pub/sub
model. This model provides resilience and scalability. The figure illustrates the
concept:

M& » global.interface.logical.config

7 global.isis.instance.config

Brick
Daemons

Brick Data
Store (BDS)

global.interface.logical

isis.iod default.isis.interface

In this example, the configuration daemon (confd) publishes tables that contain
configuration data for logical interfaces or IS-IS instances. The interface
management daemon (ifmd) is responsible for creating and maintaining interfaces.
It therefore subscribes for example to the logical interface configuration table.
After processing the data, it creates the logical interfaces and publishes them in
the logical interface table. The IS-IS input/output daemon (isis.iod) subscribes to
the logical interface table as well as the IS-IS configuration tables. It in turn creates
and runs interfaces on which IS-IS protocol packets are exchanged, and publishes
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them in the IS-IS interface table.

BDS User Interface

All BDS tables and objects are fully accessible to the RBS user both via CLI and an
API. This provides unprecedented visibility into the system state. This guide covers
the BDS CLI. For the BDS API, refer to the BDS API Reference.

BDS HTTP Client
II
BDS tables BDS API &
'show datastore <bd> table’ POST /bds/table/walk

Please note the RBFS CLI supports show commands to verify the configuration and
operation of the system for all features. Therefore you usually do not need to
inspect BDS tables directly. For example, for verifying the status of the logical
interfaces, you can simply use the 'show interface summary' or the 'show interface
logical' commands, instead of displaying the logical interface table. The BDS CLI
and API to inspect BDS tables are rather available in addition to advanced analysis
or troubleshooting.

Supported Platforms

Not all features are necessarily supported on each hardware platform. Refer to the
Platform Guide for the features and the sub-features that are or are not supported
by each platform.

1.3.2. BDS Operational Commands

This section summarizes some useful BDS CLI commands. It assumes you have
some basic knowledge of BDS, and are familiar with the respective tables you are
looking for. Describing all tables involved in a particular feature or functionality is
out of the scope of this guide.

BDS Summary

The BDS summary command provides some metadata of the BDS tables.

Syntax:
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show datastore <bd-name> summary <option>

Option Description

<bd-name> Name of the brick daemon to request this information
from. As all BDs independently publish and subscribe
to BDS tables, they all hold a different set of tables. As
a best practice, select the BD that owns the respective
table you are looking for.

table <table-name> Display metadata for the given table.

Example:

supervi sor @t bri ck>LEAFO1: op> show datastore ribd summary
Brick Datastore Summary:
Tabl e Nane: |ocal.bds.table.registry.ribd

I ndex Type Active
bj Menory I ndex Menory
sequence- i ndex bds_rtb_bpl us 234
24. 38 KB 9.59 KB
gc-i ndex bds_rtb_bpl us 0 0
byt es 0 bytes
t abl e- nane-i ndex bpl us 234
24. 38 KB 9.59 KB
Tabl e Nanme: local.trimqgrunner.table
I ndex Type Active
Gbj Menory I ndex Menory
sequence- i ndex bds_rtb_bpl us 7
840 bytes 728 bytes
gc-i ndex bds_rtb_bpl us 0 0
byt es 0 bytes
i mmut abl e_i ndex bpl us 7
840 bytes 728 bytes
grunner - i ndex gr unner 7

840 bytes 728 bytes
Tabl e Nane: |ocal . bds.statistics

I ndex Type Active
hj Menory I ndex Menory

sequence- i ndex bds_rtb_bpl us 319
34.84 KB 14. 36 KB

gc-i ndex bds_rtb_bpl us 0 0
byt es 0 bytes

i mmut abl e- i ndex bpl us 319
34.84 KB 14. 36 KB
Tabl e Nane: |ocal.bds. nodul e.registry

I ndex Type Active
Cbj Menory I ndex Menory

sequence- i ndex bds_rtb_bpl us 68
3.53 KB 2.79 KB

gc-i ndex bds_rtb_bpl us 0 0
byt es 0 bytes

nmodul e- nane- i ndex bpl us 68
3.53 KB 2.79 KB
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BDS Tables

You can use the BDS table commands to display the table objects that contain the
actual state information.

Syntax:

show datastore <bd-name> table <option>

Option Description

<bd-name> Name of the brick daemon to request
this information from. As all BDs
independently publish and subscribe to
BDS tables, they all hold a different set
of tables. As a best practice, select the
BD that owns the respective table you
are looking for.

<table-name> Name of the BDS table to display.
Without further options, this command
displays all objects in a table format.

<table-name> json Display the complete table data in JSON
format.

<table-name> attribute <attribute- Filter the table objects based on

name> <attribute-value> exact attribute name and value. You can filter

on any attribute, except for attributes of
type array. The filter performs a regex
match. You can therefore specify the
attribute value as a regular expression
(regex). You can use the exact match
along with the (default) regular
expression match.

<table-name> summary Display metadata for the given table.

properties Display owner, published/subscribed,
and locality information for all tables
known by the given daemon.
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Example 1: Logical Interface Table

supervi sor @t bri ck>LEAFO1: op> show datastore ifnd table global.interface.l ogical
hj ect: 0, Sequence 100125, Last update: Mn Apr 03 13:49:39 GMI +0000 2023

Attribute Type Length
Val ue

logical _unit_id (1) uint16 (3) 2
0

i fl_nane (2) string (9) 13
ifl-0/1/31/0

i fp_nane (3) string (9) 11
i fp-0/1/31

i nstance (5) string (9) 8
def aul t

mac_address (8) macaddr (22) 6
e8:ch5: 7a: 8f:76:f2

i pv4_status (10) uint8 (2) 1
up

i pv6_status (12) uint8 (2) 1
up

mpls_mtu (13) uint16 (3) 2
1500

mpl s_status (14) uint8 (2) 1
up

iso_mu (15) uint16 (3) 2
1500

i so_status (16) uint8 (2) 1
down

adm n_status (17) uint8 (2) 1
up

link_status (18) uint8 (2) 1
up

ifl_type (19) uint8 (2) 1
Logi cal Sub interface

oper ati onal _status (24) uint8 (2) 1
up

i findex (25) uint32 (4) 4
63745

i nstance_id (27) uint32 (4) 4
0
<...>

Example 2: Filter IPv6 Route Table by Prefix

supervi sor @t bri ck>LEAFO1: op> show datastore ribd table default.ribd.1.fib-
| ocal . i pv6. uni cast

attribute prefix6 2001: db8::1/128
Chj ect: 0, Sequence 1900002, Last update: Mn Apr 03 13:49:39 GVI +0000 2023

Attribute Type Lengt h
Val ue

prefix6 (4) i pvéprefix (16) 17
2001: db8:: 1/ 128

source (11) uint8 (2) 1
direct

sub_src (12) uint8 (2) 1
Host

next hop_key (25) payl oad (8) 24
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3c86eaebe6617cf 61ed96c819cf d63839bd90cc85a533067

preference (40) uint32 (4) 4
0

bcm status (52) uint8 (2) 1
None

return_code (53) uint32 (4) 4
0

vpp_status (54) uint8 (2) 1
None

route_status (55) uint32 (4) 4

Example 3: Filter IPv6 Route Table with Exact Match

supervi sor @t bri ck>LEAFO1: op> show dat astore bgp.appd.1 table ip2vrf.bgp.rib-
in.ipv4. unicast.198.51.100. 30. 198. 51. 100. 25 attri bute prefix4 198.51.100. 11/ 24
exact

hj ect: 0, Sequence: 367772, Last update: Wed May 19 08: 05: 08 GMVI' +0000 2021

Attribute Type Length
Val ue

status (1) uint8 (2) 1
Valid

recv_path_id (2) uint32 (4) 4
0

prefix4 (3) i pvdprefix (13) 5
198. 51. 100. 40/ 24

rd (5) rout e-di sti ngui sher (40) 8
198. 51. 100. 100: 65001

source (6) uint8 (2) 1
bgp

sub_src (7) uint8 (2) 1
Local - Peer

as_path (9) array (7), uint32 (4) 20
[57381, 42708, 1299, 5511, 3215]

origin (10) uint8 (2) 1
I GP

peer _type (12) uint8 (2) 1
2

igp_metric (13) uint32 (4) 4
4294967295

send_path_id (18) uint32 (4) 4
3238151775

bgp_nh4 (19) i pvdaddr (12) 4
198. 51. 100. 30

conmunity (24) array (7), community (27) 8

['1299: 20000', '42708:200' ]

BDS Schema

The Brick Data Store is schema-driven. Table and object schema definitions are
located in RBFS in /usr/share/rtbrick/libbds/. Instead of inspecting schema files,
you can use the BDS schema commands to view the schemata directly in the CLI.

Syntax:
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show datastore <bd-name> schema <option>

Option

<bd-name>

table-name <table-name>

object object-name
<object-name>

object table-name <table-
name>

Description

Name of the brick daemon to request this information
from. As all BDs independently publish and subscribe

to BDS tables, they all hold a different set of tables. To
view a table or object schema, you can select any BDs

that know the respective table.

Display the schema of the given table.

Display the schema of the given object.

Display the schema of the object for a given table. This
option is useful if you do not know the name of the
object but the name of the table in which it is used.

BDS Statistics Memory

The BDS statistics memory command provides detailed memory usage

information.

Syntax:

show datastore <bd-name> statistics memory

Option

<bd-name>

Description

Name of the brick daemon of which to display the
memory usage information.
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2. Routing

2.1.RIB

2.1.1. RIB Overview

A Routing Information Base (RIB) stores and maintains the route information. The
RIB table contains information about each reachable network prefix and the next
hop information. Each routing protocol inserts its routes into the RIB when it
learns a new route. The RBFS route manager (ribd) selects the best routes from the
protocol RIBs and places them into the Forwarding Information Base (FIB) table. If
a destination becomes unreachable, the route is marked unusable and eventually
removed from the RIB

The main differences between RIB and FIB are:

+ RIB is about storing and maintaining route information, including attributes for
route selection (control plane), etc.

* FIB is used to determine how packets are forwarded (data plane), i.e., only
contains a subset of information from RIB. Also, FIB is downloaded to ASIC or
VPP.

The image below shows how various routing protocols insert their routes into the
RIB.

- Routing Information Base

(RIB)

Forwarding Information Base
(FIB)

38



Technical Documentation: RBFS User Guides

Routing Instances

A routing instance represents a set of interfaces, routing protocols, and
corresponding routing tables. You can think of a routing instance as a virtual
router within RBFS.

i5is

Each logical interface (ifl) is associated uniquely with a routing instance. If no
routing instance is explicitly configured, the default routing instance is used. The
interface association can be seen with the show interface address command.

Routing instances are configured using the set instance <instance_name> syntax.
When configuring a routing instance, you must specify which address families (AFl,
SAF) the routing instance should support.

Route Preference

Several routing protocols, including static routes, may provide multiple paths to
reach a particular destination. However, not all of these paths are necessarily
optimal. At any given time, only one routing protocol can identify the most optimal
route to the destination. Each routing protocol, including static routes, is given a
preference value, where lower values indicate higher preference. In cases where
multiple routing sources are present, the route identified by the routing protocol
with the highest preference is selected as the best option and added to the local
routing table.

Routing Protocol Route Preference
Direct 0
Static 2
IPoE 7
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Routing Protocol

Route Preference

PPP 8
LDP 9
OSPF 10
IS-IS LEVEL 1 15
IS-IS LEVEL 2 18
eBGP 20
iBGP 200

Route Selection

RIBD obtains routes and corresponding next-hops from various sources such as
static, protocols, and direct connections. Route selection and resolution are also
handled by RIBD, which chooses the best route based on the preference assigned
to each source. If multiple sources provide the same prefix, RIBD will select the
best route based on the source’s preference and install it in FIBD.

Route Resolution

Route resolution is the process of finding the forwarding next hop from protocol
nexthop downloaded into RIBD. For this purpose RIBD performs recursive route
lookups till it finds a direct outgoing interface for the route.

For example, BGP installs a route with nexthop set to its peer IP address. However,
it doesn't provide the outgoing interface. So, RIBD will check the peer IP address
(next-hop IP) in its routing table (most probably downloaded by IGPs) and find the
directly connected router’s IP address and its outgoing nexthop.
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lo0: 198.51.100.3/32
R1

198.51.100.101 198.51.100.105

ifp-0/0/1 ifp-0/0/2
198.51.100.102 198.51.100.106

ifp-0/0/1 ifp-0/0/2 R3

R2
100: 198.51.100.1/32 [ i e e lo0: 198.51.100.2/32
AS 64500 IGP IGP AS 64500
iBGP iBGP
lo1:198.51.101.10/32 lo1: 198.51.100.10/32

Peer IP Address

The BGP route for 198.51.100.10/32 will only be added to the routing table of
router R2 if the IP address listed as the next-hop attribute is already reachable
based on the information stored in the routing table. Additionally, the BGP route
that is installed will contain a reference to the next-hop address 198.51.100.2 (refer
to the figure above).

The network 198.51.100.10/32 can be accessed through an IP address that is not
directly connected. The physical interface is not located where the BGP route is
installed, so it is added to the IP routing table without any information about the
outgoing interface. To find the BGP next-hop in the routing table, the router must
perform a recursive lookup. However, to use a BGP route, the BGP next-hop IP
address must be reachable. This is usually done through an IGP that provides
reachability information. In this case, the BGP next-hop 198.51.100.2 is found in
the routing table of R2, which is known via OSPF. The outgoing interface is ifp-
0/0/1.

During the first route lookup, the router checks whether the destination prefix is in
the routing table. If it is, then a recursive lookup is performed for the next-hop IP
address. Since the next hop address is not a directly connected interface, the
router needs to do a recursive lookup to find it.

Below is an example of the BGP route resolution for prefix:198.51.100.10/32:

supervi sor@tbri ck>C-BNG rtbrick.net: op> show route-resol ution resolved prefix
198. 51. 100. 10
198. 51. 100. 10, Source: bhgp

Destination instance: default, AFl: ipv4, SAFl: unicast
Lookup i nstance: default, AFl: ipv4, SAFl: unicast
Covering Prefix: 198.51.100. 10

Interface MAC Addr ess Next hop

ifl-0/0/1/13 e8: c5: 7a: 8f: 56: 47 198. 51. 100. 101
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supervi sor @t bri ck>C-BNG rtbrick. net: op>

Policy Attachments

Routing Policies are a set of rules that enable you to manage and alter the default
behavior of routing protocols, like BGP and IS-IS. Such policies consist of various
"terms," which include "match" and "action" sections with control. The traffic that
matches the "match" block is handled by the "action" block.

Once policies have been created, they need to be applied to take effect.
Attachment points describe the specific applications and processes to which
policies can be applied.

For more information, see section “2.2.4. Attaching Policies” of the Policy User
Guide.

Nexthops

Nexthop helps routers determine the best path for forwarding data packets to
their final destination efficiently. The next hop is identified by its IP address, which
is stored in the routing table alongside the associated network prefix and other
routing information.

Adjacency

The FIB learns the routing information from the routing table and tracks the next
hop for all routes. The adjacency table maintains Layer 2 information(Nexthop) for
the routes listed in the FIB (the resolved routes that can be installed into the
hardware).

FIB

FIB determines how packets are forwarded (data plane), i.e., it only contains a
subset of information from RIB. Also, FIB is downloaded to ASIC or VPP.

The main difference between the RIB and the FIB is that the RIB contains all the
routes the router has learned, while the FIB only contains the best paths to each
destination network. The RIB is constantly updated by the routing protocols and
static configuration, while the FIB is only updated when the router needs to
recalculate the best paths. The FIB is also updated more quickly than the RIB since
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it only needs to store the best paths and not all routes. The FIB maintains next-hop
address information based on the information in the IP routing table.

2.1.2. RIB Operational commands

Display Routes

The show route command displays information on routes.
Syntax:

show route <option>

Option Description

- Without any option, the command displays the
information for all routes for all instances.

detail Shows detailed route information.

instance <name> Routing table information for a specified instance.

ipv4 Shows route information for the IPv4 routing table.

ipve Shows route information for the IPv6 routing table.

mpls Shows route information for the MPLS routing table.

label <value> Shows route information for a specified destination
label.

prefix <value> Shows route information for a specified destination
prefix.

prefix-length-distribution  Shows the number of routes with the same prefix
length for the sources.

source Shows routes from a specified source.

summary Shows the number of routes selected by RIBD for
each source.

Example 1: The following example shows route information.

supervi sor @t bri ck>LEAFO1: op> show route

Instance: default, AFI: ipv4, SAFI: unicast

Prefi x/ Label Sour ce Pr ef Next Hop
Interface

192.1.0.3/32 direct 0 192.1.0.3
lo0-0/0/0/1
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I nstance: default, AFI: ipv4, SAFI: |abel ed-unicast

Prefi x/ Label Sour ce Pr ef Next Hop

Interface Label

192.1.0.3/32 direct 0 192.1.0.3

10-0/0/0/1 -

Instance: default, AFlI: ipv6, SAFI: unicast

Prefi x/ Label Sour ce Pref Next Hop

Interface

192:1::2/128 bgp 20 fe80: : each: 7af f: f e8f : 5663
ifl-0/1/70/13

192:1::3/128 direct 0 192:1::3

10-0/0/0/1

192:1::4/128 bgp 20 fe80: : each: 7aff: fe8f: 5663
ifl-0/1/70/13

I nstance: default, AFI: ipv6, SAFI: |abel ed-unicast

Prefi x/ Label Sour ce Pr ef Next Hop

Interface Label

192:1::2/128 bgp 20 fe80:: each: 7af f: f e8f : 5663
ifl-0/1/70/13 -

192:1::3/128 direct 0 192:1::3

10-0/0/0/1 -

192:1::4/128 bgp 20 fe80: : each: 7af f: fe8f: 5663
ifl-0/1/70/13 2020

Example 2: A route summary is shown in the following example.

supervi sor @t bri ck>LEAFO1: op> show route sumrary
I nstance: default

Sour ce Rout es
bgp 4
di rect 4
Total Routes 8
I nst ance: inband-vrf
Source Rout es
bgp 4
direct 2
Total Routes 6
I nstance: ip2vrf
Sour ce Rout es
bgp 3
direct 2
Total Routes 5
I nstance: li-vrf
Sour ce Rout es
bgp 2
di rect 2
Total Routes 4
I nstance: mgnt-vrf
Source Rout es
bgp 4
direct 2
Total Routes 6
I nstance: radius-vrf
Sour ce Rout es
bgp 3
direct 2
Total Routes 5

Example 3: This example shows routes with IPv4 prefixes of the same length
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supervi sor @t bri ck>LEAFO1: op>> show route prefix-Ilength-distribution
I nstance: default

Prefix Length Count
/32 2
/128 6
Sum 8
I nstance: inband-vrf
Prefix Length Count
/32 3
/128 3
Sum 6
I nstance: ip2vrf
Prefix Length Count
/24 1
/32 2
/128 2
Sum 5
Instance: |i-vrf
Prefix Length Count
/32 2
/128 2
Sum 4
I nstance: ngnt-vrf
Prefix Length Count
/32 3
/128 3
Sum 6
I nstance: radius-vrf
Prefix Length Count
/24 1
/32 2
/128 2
Sum 5

Displaying Route Resolution

The show route-resolution command displays the routes that were requested to
be resolved for their nexthops. Otherwise, it shows the route is unresolved.

Syntax:

show route-resolution <options>

Option Description

- Without any option, the command displays the
information for all requests and response tables side
by side.

destination-instance Displays the information for all requests and
responses for a destination instance.
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Option Description

look-up instance Displays lookup instance routes.
prefix Displays routes for prefix 4 or prefix 6.
resolved Displays resolved routes.

source Displays source of requested source.
unresolved Displays unresolved routes.

Example 1: Below is an example of the route resolution requested by the protocol
BGP.

supervi sor @t bri ck>LEAFO1: op> show route-resol ution
192:1::2, Source: bgp

Destination instance: default, AFI: ipv4, SAFl: vpn-multicast
Lookup i nstance: default, AFlI: ipv6, SAFl: | abel ed-unicast
Covering Prefix: 192:1::2/128

Interface MAC Addr ess Next hop

ifl-0/1/70/13 e8: c5: 7a: 8f : 56: 63 f e80: : each: 7af f: f e8f : 5663
fe80: : each: 7aff: fe8f: 5663, Source: bgp

Destination instance: default, AFl: ipv6, SAFI: unicast

Lookup i nstance: default, AFI: ipv6, SAFl: unicast

Covering Prefix: fe80::each: 7aff:fe8f:5663/128
Interface MAC Addr ess Next hop

ifl-0/1/70/13 e8: ch: 7a: 8f : 56: 63 fe80:: each: 7aff: fe8f: 5663
fe80: : each: 7af f: fe8f: 5663, Source: bgp

Destination instance: default, AFl: ipv4, SAFl: vpn-unicast
Lookup i nstance: default, AFI: ipv6, SAFI: | abel ed-unicast
Covering Prefix: fe80::each: 7aff:fe8f:5663/128

Interface MAC Address Next hop

ifl-0/1/70/13 e8: c5: 7a: 8f : 56: 63 f e80: : each: 7af f: f e8f: 5663
fe80: : each: 7af f: fe8f: 5663, Source: bgp

Destination instance: default, AFI: ipv6, SAFl: | abel ed-unicast
Lookup i nstance: default, AFlI: ipv6, SAFIl: | abel ed-unicast
Covering Prefix: fe80::each: 7aff:fe8f:5663/128

Interface MAC Addr ess Next hop

ifl-0/1/70/13 e8: ch: 7a: 8f: 56: 63 fe80:: each: 7aff: fe8f: 5663
fe80: : each: 7aff: fe8f: 5663, Source: bgp

Destination instance: default, AFl: ipv6, SAFl: vpn-unicast
Lookup i nstance: default, AFlI: ipv6, SAFI: | abel ed-unicast
Covering Prefix: fe80::each: 7aff:fe8f:5663/128

Interface MAC Addr ess Next hop

ifl-0/1/70/13 e8: ch: 7a: 8f: 56: 63 f e80: : each: 7af f: fe8f: 5663

2.2. BGP

2.2.1. BGP Overview

BGP is a standard exterior gateway protocol (EGP) supported by RtBrick. BGP is
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considered a “Path Vector” routing protocol and maintains a separate routing table
based on the shortest Autonomous System (AS) path and various other route

attributes.

Supported BGP Standards

RFC Number Description

RFC 2545 Use of BGP-4 Multiprotocol Extensions for IPv6 Inter-Domain
Routing

RFC 2918 Route Refresh Capability for BGP-4

RFC 4271 A Border Gateway Protocol 4 (BGP-4)

RFC 4364 BGP/MPLS IP Virtual Private Networks (VPNSs)

RFC 4456 BGP Route Reflection: An Alternative to Full Mesh Internal
BGP (IBGP)

RFC 4486 Subcodes for BGP Cease Notification Message

RFC 4760 Multiprotocol Extensions for BGP-4

RFC 5492 Capabilities Advertisement with BGP-4

RFC 6793 BGP Support for Four-Octet Autonomous System (AS)
Number Space

RFC 6608 Subcodes for BGP Finite State Machine Error

RFC 6774 Distribution of Diverse BGP Paths [Partial Support]

0 ‘ RFC and draft compliance are partial except as specified.

Supported Platforms

Not all features are necessarily supported on each hardware platform. Refer to the
Platform Guide for the features and the sub-features that are or are not supported

by each platform.

Supported BGP Features

The RBFS supports the following BGP functions:

+ Basic BGP Protocol

+ Multiprotocol extension for BGP
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+ Multipath for iBGP and eBGP

* Four-byte AS numbers

* Nexthop Self or next-hop unchanged

* Fast external-failover

* Route reflection

« MD5 Authentication

+ Route Refresh

+ Advanced route refresh

* Route redistribution

* Multihop EBGP

* Route selection flexibility (always compare MED, ignore AS Path, and so on)
+ Add path

* Hostname/Domain name

+ Dynamic peers

« Community, Extended Community, and Large Community support
* 6PE Support

The statements and commands required to configure and verify the functioning of
BGP features are described in this guide.

MD5 Authentication

BGP supports the authentication mechanism using the Message Digest 5 (MD5)
algorithm. When authentication is enabled, any Transmission Control Protocol
(TCP) segment belonging to BGP exchanged between the peers is verified and
accepted only if authentication is successful. For authentication to be successful,
both peers must be configured with the same password. If authentication fails, the
BGP neighbor relationship is not established.

IPv6 Provider Edge (6PE)

The Provider Edge (6PE) solution enables IPv6 communication over the MPLS IPv4
core network. IPv6 reachability information is associated with a label and
transferred through MP-BGP(AFI: 2 SAFI:4). IPv4 mapped IPv6 address is used to
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encode the next-hop information. The edge nodes in the MPLS IPv4 core have to
support both IPv4 and IPv6. The IPv6 Labeled Unicast routes received from the 6PE
peer is considered as IPv6 unicast routes and installed in IPv6 Unicast FIB. The
received Label is attached to the IPv6 data traffic at the Ingress node and tunneled
through an MPLS tunnel(SR) to the egress node, the label identifies the IPv6 traffic,
and the egress node would POP the label and forward the ipv6 traffic towards the
destination.

Policies

The Role of a Routing Policy

Routing Policies are the rules that allow you to control and modify the default
behavior of the routing protocols such as BGP and IS-IS. To use routing policies,
you configure policies and then apply policies to peer groups or instances.

Attachment Points

Policies are useful when they are applied to routes, for which they need to be
made known to routing protocols. In BGP, for example, there are several situations
where policies can be used, the most common of these is defining import and
export policy. The policy attachment point is the point in which an association is
formed between a specific protocol entity, in this case, a BGP neighbor, and a
specific named policy.

RtBrick supports attaching a BGP routing policy at two levels:

*+ Peer group address-family level

* Instance address-family level

In each case, you can apply the policy as an import or export policy and filter. As
expected, import filters determine which routing updates are accepted and export
filters determine which routes are advertised to other peers.

Policy Processing

An import policy, when applied to an address family at the peer group level,
examines all incoming routes from all BGP peers in the peer group, but only for
that address family.

An export policy, when applied to an address family at the peer group level,
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examines all outgoing routes to all BGP peers in the peer group, but only for that
address family.

At the instance level, routing policies that are applied to an address family can
work as import or export policies, but for the instances as a whole.

An import policy, when applied to an address family at the instance level,
examines all incoming routes before accepting the information only from global or
default tables to other instances or VRF tables.

An export policy, when applied to an address family at the instance level, examines
all outgoing routes before sending the information from the VRF to global, and
then to the VPN table (default).

BGP Best Path Selection Algorithm

BGP routers typically receive multiple paths to the same destination. A BGP router
forms a neighbor relationship by connecting to its neighbors and exchanging the
routes, once the connection is established. The BGP route selection algorithm
decides which is the best path to install in the IP routing table and to use for traffic
forwarding.

BGP Best Path Selection Algorithm

The algorithm eliminates all routes whose next hop is not reachable. Circular route
resolution is considered for route resolution.

The algorithm for determining all the routes that have the same route prefix is as
follows:

1. The first route selection is performed based on the lowest route source. Route
from the local route source is always preferred over the received route. For
example, when there is the same prefix route that is redistributed and received
from a neighbor, the local (redistributed route) is always preferred. The locally
learned route is preferred over the locally crossed or remote crossed route (in
the case of VPN, a route might be learned locally in the VRF. The same prefix
might be received from the remote as VPNv4. After importing into the VRF
routing table, a locally learned route is preferred over the remote local crossed
route).

2. Prefer the path with the highest local preference if the route source is the
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10.

11.

same. If a path does not have a local preference attribute (for example, it is
received from an eBGP peer), then it is considered to have the local preference
assigned in the given BGP instance. The show bgp summary command shows
the local preference assigned in the system. This can be changed using the set
local-preference value.

Prefer the route with the shortest AS path, if no route originated. If there is no
AS_PATH attribute, then it is assumed to be of length 0. A single AS_SET is
considered to be a length of 1.

Prefer the path with the lowest origin type, if the AS path length is the same as
all the paths. The available three values include IGP, EGP and Incomplete. The
lowest value is IGP and the highest value is Incomplete.

Prefer the path with the lowest Multi Exit Discriminator (MED), if the original
codes are the same. (By default, MED values are only compared when routes
are learned from the same AS. This behavior can be changed using the always-
compare-med command. By default, the always-compare-med command is
enabled. This command allows the MED values to be compared even if they
are learned from different ASs. Routes without MED values are treated as if
they have a MED value of 0, which is the lowest and, therefore, always the
most preferred value.)

Prefer external BGP learned routes over internal BGP routes at this point after
comparing the route type (internal BGP and external BGP).

Prefer the path whose next hop is resolved through the IGP route with the
lowest metric.

Prefer the length with a shorter CLUSTER length path. If the CLUSTER attribute
is not present, the length is assumed to be 0.

Prefer the path from the peer with the lowest router ID. For any path with an
originator ID attribute, substitute the originator ID for the router ID during
router ID comparison.

Prefer the lowest peer IP address as the tie-breaker, if the router-id is the same
for both sessions. This is for BGP to make route selections in case of multiple
peerings are used between the same routers.

If add path is enabled, then the same peer might advertise multiple paths for
the same prefix. The path with a lower send path ID is preferred.

The BGP best path selection algorithm also provides a mechanism to discard paths
that are not considered candidates for the best path. The following paths are
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discarded:

* The paths for which next-hops are not resolved.

* The paths originated from an eBGP neighbor if a local AS is shown in the AS-
PATH attribute.

« If the BGP enforce-first-as attribute is enabled and the update does not contain
the AS number of the neighbor as the first AS number in the AS-SEQUENCE
attribute.

* The paths which are marked as Received-only.

2.2.2. BGP Configuration

Configuration Hierarchy

The diagram illustrates the BGP configuration hierarchy. All BGP configuration is
done within an instance, for example the default instance or a VPN service
instance. The instance configuration hierarchy includes parameters required for
BGP but not part of the BGP configuration hierarchy itself. The BGP instance
configuration hierarchy includes parameters which are generic to the respective
BGP instance. The sub-hierarchies include parameters which are specific to
address families, peer groups, and peers.

52



Technical Documentation: RBFS User Guides

| RtBrick Configuration ]

Daemon Options Configuration

Instance Configuration

Instance Address Family Configuration

TCP Authentication Configuration

5GP Instance Configuration |
BGP Address Family Configuration

Peer Group Configuration

Peer Group Address Family Configuration

Peer Configuration

Configuration Syntax and Commands

The following sections describe the BGP configuration syntax and commands.

Daemon Options Configuration

This configuration associates the BGP daemons with routing instances, AFls, and
SAFIs.

g The BGP daemon option configurations have been deprecated.
These will be removed in a subsequent release.

Syntax:

set daemon-options <instance-name> <attribute> <value>

Attribute Description

<instance-name> Name of the BGP instance

<afi> Address family identifier (AFI).

<safi> Subsequent address family identifier (SAFI).
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Attribute Description
<bd-type> Daemon type
bd-name <bd-name> Daemon name

Example: Daemon Configuration

{
"rtbrick-config: daemon-options": [
{
"i nst ance- nanme": "*",
"afit: "xm
"safi": "*",
"bd-type": "bgp.appd",
"bd- name": "bgp. appd. 1"
3
{
"i nstance-nane": "*",
"afi": "xm,
"safi": "*",
"bd-type": "bgp.iod",
"bd- nanme": "bgp.iod. 1"
}
]
}

Instance Configuration

The instance configuration hierarchy includes parameters that are required for or
used by BGP, but that are not part of the BGP protocol configuration hierarchy
itself.

Route distinguishers and router IDs are configured directly at the instance
hierarchy.

Syntax:

set instance <instance-name> <attribute> <value>
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Attribute Description

route-distinguisher <as-  The route distinguisher (RD) uniquely defines routes

number |ipv4-address:id> within an IPv4 network. PE routers use route
distinguishers to identify which VPN a packet belongs
to. Supported formats are <as-number:id> or <ipv4-
address:id>.

If you want to use the format <as-
number:id> with a 4-byte ASN,
0 specify it with an "L". For example, set
instance services route-distinguisher
4200000000L:101

ipv4-router-id <ipv4- The router ID of the routing instance.
address>

Example: Instance Identifier Configuration

supervi sor @eaf 1: cfg> show config i nstance services

{

"rtbrick-config:instance": ({
"name": "services",
"ipv4-router-id": "198.51.100.41",
"route-di stinguisher": "198.51.100.41: 101",
<...>

}
}

Address Families

At the instance address family hierarchy, you can enable or disable address
families for the instance, and configure parameters like route targets.

Please note default settings depend on the instance. For the 'default’ instance, the
IPv4 and IPv6 unicast, multicast, and labeled unicast, as well as the MPLS unicast
address families are enabled by default. For any non-default instance, no address
family is enabled by default and needs to be enabled by configuration.

Syntax:

set instance <instance-name> address-family <afi> <safi> <attribute>
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<value>

Attribute Description

<afi> Address family identifier (AFI). Supported values: ipv4,
ipv6, or mpls

<safi> Subsequent address family identifier (SAFI).
Supported values: unicast, labeled-unicast, or
multicast

route-target (import | Route targets (RT) are used to transfer routes

export ) <rt-value> between VPN instances. The RT identifies a subset of

routes that should be imported to or exported from a
particular VPN instance. You can configure a RT for
importing or exporting routes or both.

If you want to use the format <as-
number:id> with a 4-byte ASN,
0 specify it with an "L". For example, set
instance services address-family ipv4
unicast route-target export
target:4200000000L:14

policy (import | export) There are two attachment points for BGP policies. At

<policy-name> this configuration hierarchy, you can attach import or
export policies to the instance. These policies apply
when routes are imported from the BGP protocol into
the instance, or exported from the instance to the
BGP protocol.

Example: Instance Address Family Configuration

supervi sor @eaf 1: cfg> show config i nstance services
{
"rtbrick-config:instance": ({
"nane": "services",
<...>
"address-fam ly": [

{

"afi": "ipva",
"safi": "unicast",
"policy": {

"export": "MY_V4_POLI CY"
}

oute-target": {

56



Technical Documentation: RBFS User Guides

"inport": "target:198.51.100.70: 14",
"export": "target:198.51.100. 70: 14"
}
b
{
"afi": "ipve",
"safi": "unicast",
"policy": {
"export": "My_V6_POLI CY"
}

oute-target": {
"import": "target:198.51.100.70: 16",
"export": "target:198.51.100. 70: 16"

TCP Authentication Configuration

In the instance TCP authentication hierarchy, you can optionally enable MD5 or
HMAC SHA authentication. Authentication is not configured for BGP directly but for
the TCP sessions used by BGP. It is necessary to bind authentication to a peer in
order for the authentication to work.

ﬂ ‘ BGP TCP authentication is not backward compatible.

Syntax:

set instance <instance> tcp authentication <authentication-id> <attribute>

<value>

Attribute Description

<authentication-id> Authentication identifier

type <type> Authentication identifiers such as MD5
key1-id <key1-id> Key ID1 of the receiver
key1-encrypted-text Encrypted text of key1
<key1-encrypted-text>

key1-plain-text <key1- Plain text of key1

plain-text>

key2-id <key2-id> Key ID2 of the receiver
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Attribute Description
key2-encrypted-text Encrypted text of key2
<key2-encrypted-text>

key2-plain-text <key2- Plain text of key2
plain-text>

Example: BGP TCP Authentication Configuration

"rtbrick-config:tcp": {
"aut hentication": [

{
"aut hentication-id": "authl",
"type": "MD5",
"keyl-id": 10,
"keyl-encrypted-text": "$2784cfa7523916c8cc5df eba83562chb4",
"key2-id": 20,

"key2-encrypted-text": "$2e9bb845e3cfcf8173973029e5¢c1d90d6"

BGP Instance Configuration

At this configuration hierarchy, you configure BGP protocol parameters which are
generic to the BGP instance.

Syntax:

set instance <instance-name> protocol bgp <attribute> <value>

Attribute Description

host-name <host-name> The name of the BGP host, to a maximum of 64
characters

domain-name <domain-  The name of the BGP routing domain, to a maximum
name> of 64 characters
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Attribute

enforce-first-as
<enable|disable>

local-as <as-number>

local-preference
<preference-value>

med <med-value>

protocol-preference (
internal | external)
<preference-value>

router-id <router-id>

cluster-id <cluster-
identifier>

timer hold-time
<seconds>

timer keepalive <seconds>

type-of-service cost
<low|normal>

type-of-service delay
<low|normal>

Description

By default, the BGP routing process enforces the First
AS feature. It discards updates received from an eBGP
peer if the peer does not list its own AS number as the
first segment in the AS_PATH BGP attribute. Disable
the First AS feature to accept updates without the
peer's source AS matching the first AS in the AS_PATH
attribute.

The AS number in four-byte format. The numbers
allowed are from 1 to 4294967285.

The local preference for the BGP protocol. The
numbers allowed are from 0 to 4294967285. The local
preference is used to select the exit path for an AS.

The BGP Multi-Exit Discriminator (MED) value. The
numbers allowed are from 0 to 4294967285. When an
AS has multiple links to another AS, the MED value is
used to determine the exit to use to reach the other
AS.

Protocol preference of routes learned by eBGP
(‘'external’), iBGP (‘internal’), or both. This preference is
used to select routes learned from multiple protocols.

Router identifier in IPv4 format

The cluster ID associates routers in a group within a
BGP routing instance. Routers belong to the same
cluster if they have the same cluster-ID. The cluster ID
is formatted as an IPv4 address.

Hold timer in seconds. The valid range is 5 to 65535.
Keep a live timer in seconds. The valid range is 5 to
65535.

ToS cost field (bit 6) for BGP packets

ToS delay field (bit 3) for BGP packets
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Attribute Description

type-of-service ToS IP precedence bits (0 - 2) for BGP packets. Valid

precedence <precedence> precedences are critics, flash, flash-override,
immediate, internetwork control, precedence,
network control, priority, and routine.

type-of-service reliability ~ ToS reliability field (bit 5) for BGP packets
<high | normal>

type-of-service throughput ToS throughput field (bit 4) for BGP packets
<high|normal>

Example: BGP Instance Configuration

The following example shows some global BGP instance configuration attributes.
The further BGP configuration like peer groups and peers is shown in the
examples in the subsequent sections.

supervi sor @pi nel: cfg> show config instance default protocol bgp
{

"rtbrick-config:bgp": {
"cluster-id": "198.51.100.51",
"donmmi n-nanme": "rtbrick.cont,
"host - nane": "spinel",

"l ocal -as": 4200000100,

"l ocal - preference": 50,

"router-id": "198.51.100.51",

"type-of-service": {
"precedence": "network-control"

}

"protocol -preference": {

"internal": 180
"external": 20
},
"timer": {

"hold-time": 30
"keepalive": 10

H

<...>

BGP Address Family Configuration

This configuration hierarchy refers to parameters that are specific to address
families but generic to the BGP instance, as opposed to peer-group specific
address families configuration. At this hierarchy, you can enable or disable address
families for BGP, and configure various features specific to the address family.
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Syntax:

set instance <instance-name> protocol bgp address-family <afi> <safi>

<attribute> <value>

Attribute

<afi>

<safi>

default-information
originate <true | false>

download-count <count>

multipath <number>

retain-route-target
(enable |disable)

resolve-nexthop afi <afi>

resolve-nexthop safi
<safi>

redistribute <source>

redistribute <source>
policy <policy>

srgb base <value>

Description

Address family identifier (AFI). Supported values: ipv4,
or ipv6

Subsequent address family identifier (SAFI).
Supported values: unicast, labeled-unicast, vpn-
unicast, multicast, or vpn-multicast

Generate and distribute a default route information

Forward packets over multiple paths, set maximum
prefixes to use

Enable load sharing among multiple BGP paths

Retain VPN routes for all route targets, by default this
feature is enabled

Address family to resolve the next-hop

Sub-address family to resolve the next-hop

Enable the redistribution feature to dynamically inject
specific types of routes into the BGP protocol.
Supported route sources are direct, igmp, ipoe, isis,
ospf, pim, ppp, static.

Attach a policy to the redistribution process

Segment Routing Global Block (SRGB) start label. The
SRGB is the range of label values reserved for
segment routing (SR). These values are assigned as
segment identifiers (SIDs) to SR-enabled network
nodes and have global significance throughout the
routing domain. SRGB is supported for labeled unicast
only.
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Attribute Description
srgb index <value> Segment Routing Global Block (SRGB) index
srgb range <value> Segment Routing Global Block (SRGB) label range

Example 1: BGP Address Family Configuration with Segment Routing

supervi sor @pi nel: cfg> show config instance default protocol bgp

{
"rtbrick-config:bgp": {

<...>
"address-fam ly": [
{
"afi": "ipv4",
"safi": "vpn-unicast"
3
{
"afi": "ipve",
"safi": "l abel ed-unicast",
"srgbh": {
"base": 5000,
"range": 1000,
"index": 11
}
3,
{
"afi": "ipve",
"safi": "unicast"
Ji e
{
"afi": "ipve",
"safi": "vpn-unicast"
}
I,
<...>

Example 2: BGP Address Family Configuration with Redistribution

supervi sor @eaf 1: cfg> show config i nstance services protocol bgp

{
"rtbrick-config:bgp": {

<...>
"address-fam ly": [
{
"afi": "ipv4",
"safi": "unicast",
"redistribute": [
{
"source": "direct"
1,
{
"source": "ppp"
},
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{
"source": "static"
}
1
b
{
"afi": "ipve",
"safi": "unicast",
"redistribute": [
{
"source": "direct"
H
{
"source": "ppp"
b
{
"source": "static"
}
]
}

Example 3: BGP Address Family Configuration with Redistribution and
Redistribution Policy

supervi sor @eaf 1: cfg> show config i nstance services protocol bgp

{
"rtbrick-config:bgp": {

<...>
"address-fam ly": [
{
"afi": "ipv4",
"safi": "unicast",
"redistribute": [
{
"source": "direct"
"policy": "MyY_RED STRI BUTI ON_POLI CY"
I
{
"source": "ppp"
e
{
"source": "static"
}
1
s
{
"afi": "ipve",
"safi": "unicast",
"redistribute": [
{
"source": "direct"
"policy": "MyY_REDI STRI BUTI ON_POLI CY"
I
{

"source": "ppp"
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H
{

"source": "static"

Peer Group Configuration

Peer Groups

In BGP, neighbor peers with the same update policies can be grouped to simplify
the initial configuration and updates. Peers share the same policies such as route
maps, distribution lists, filter lists, update sources, and so on, so peer groups only
need one configuration statement for these values.

Syntax:

set instance <instance-name> protocol bgp peer-group <peer-group-name>
<attribute> <value>

Attribute Description
local-as <as-number> Local AS number for the peer group

remote-as <as-number>  Remote AS number for the peer group

any-as <true |false> Enable dynamic AS negotiation for this peer group
ebgp-multihop <hop- By default, the maximum number of hops between
count> eBGP peers is 1 (direct connection). This hop count

overrides the default behavior allowing connectivity
between eBGP peers not directly connected.

link-local-nexthop-only Enable BGPv6 peerings using the IPv6 link-local
<true|false> addresses

no-prepend <true|false> Do not prepend the local AS for advertisements to the
peer

replace-as <true | false> Prepend only the local AS for advertisements to the
peer
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Address Families

At this configuration hierarchy, you can enable the address families that shall be
supported for the group peers, and enable features specific to the address family.
By default, BGP neighbor sessions support the IP4v unicast and multicast address

families.

Syntax:

set instance <instance-name> protocol bgp peer-group <peer-group-name>
address-family <afi> <safi> <attribute> <value>

Attribute

<afi>

<safi>

add-path

default-information
originate <true|false>

extended-nexthop

nexthop-self <true | false>

nexthop-unchanged
<true|false>

update-nexthop ( ipv4-
address | ipv6-address)
<address>

remove-private-as
<true|false>

Description

Address family identifier (AFI). Supported values: ipv4,
or ipvé

Subsequent address family identifier (SAFI).
Supported values: unicast, labeled-unicast, vpn-
unicast, multicast, or vpn-multicast

Negotiate additional path capabilities with these
peers, so that more than one path can be active to the
peers in the group

Generate and advertise a default route to peers in the
group
Enable extended-next-hop encoding for BGP peer

groups to allow the transfer of IPv4 prefixes over an
IPv6 connection

Set the advertised BGP nexthop to yourself, this is the
default for eBGP

Do not modify the advertised BGP nexthop, this is the
default for iBGP

BGP nexthop address for routes advertised to this
peer group

Remove private AS numbers from routes advertised
to group peers
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Attribute Description

route-reflect-client Configure this peer as a route reflector client
<true|false>

policy (import | export)  Apply a routing policy to the peer group
<policy-name>

Example: BGP Peer Group Configuration

supervi sor @eaf 1: cfg> show config instance default protocol bgp peer-group spine
{
"rtbrick-config: peer-group": {
"pg- name": "spine",
"li nk-1ocal - next hop-only": "true",
"renote-as": 4200000100,
"address-fam ly": [

{
"afi": "ipv4",
"safi": "vpn-unicast",
"ext ended- next hop": "true",
"updat e- next hop": {
"i pv6-address": "2001:db8:0:19::"
}
b
{
"afi": "ipve",
"safi": "l abel ed-unicast"
I
{
"afi": "ipve",
"safi": "unicast"
b
{
"afi": "ipve",
"safi": "vpn-unicast",
"updat e- next hop": {
"i pv6-address": "2001:db8:0:19::"
}
}

Maximum Prefix Limit

The BGP Maximum Prefix Limit feature enables you to set a limit for the maximum
number of prefixes that a BGP router can receive from its peer router. If a BGP
router receives prefixes that exceed the defined limit threshold, the BGP session
gets reset and the session goes idle for a pre-defined period.

You can define a period as idle timeout so that the BGP peering gets re-established
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automatically after the specified time. If you do not specify the idle timeout, the
BGP peering does not get re-established until or unless you execute the clear bgp
neighbor command.

Before getting into inactive or idle mode, the router sends a notification message
to the peer router about the exceeded threshold with the error code and the sub-
code.

You can configure prefix limits for a peer group.
Syntax:

set instance <instance-name> protocol bgp peer-group <peer-group-name>
address-family <afi> <safi> prefix-limit <attribute> <value>

Attribute Description

<afi> Address family identifier (AFI). Supported values: ipv4,
or ipvé

<safi> Subsequent address family identifier (SAFI).

Supported values: unicast, labeled-unicast, vpn-
unicast, or vpn-multicast

count <count> Number of maximum prefixes that the peer router is
allowed to send. The default value is 0. It means no
value is configured for prefix limit.

idle-timeout <idle- Idle or inactive time after the maximum limit is
timeout> reached (in minutes). The allowed range is 1 - 2400
min. The default is Forever.

Example: BGP Maximum Prefix Limit Configuration

supervi sor @eaf 1: cfg> set instance default protocol bgp peer-group v4_100_as
address-fam |y ipv4 unicast prefix-limt count idle-tinmeout 5
{
"ietf-restconf:data": ({
"rtbrick-config: daenon-options": [

{

"instance-name": "*",
“afit: v
"safi": "*",
"bd-type": "bgp.appd",
"bd- name": [

"bgp. appd. 1"

]
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"defaul t",

"198. 51.100. 91/ 24"

"198. 51.100. 102/ 24"

b
{
"instance-nane": "*"
"afi": "*",
"safi": "*",
"bd-type": "bgp.iod",
"bd- name": [
"bgp.iod. 1"
]
}
1,
"rtbrick-config:interface": [
{
"nane": "ifl-0/0/0"
"host-if": "Sl1-1-8S2",
"unit": [
{
"unit-id": O,
"instance":
"address": {
"ipvd": [
{
"prefix4":
}
]
}
}
]
H
{
"nane": "ifl-0/0/1",
"host-if": "Sl1-2-32",
"unit": [
{
"unit-id": 1,
"address": {
"ipvd": [
{
"prefix4":
}
]
}
}
]
H
{
"nane": "lo-0/0/0",
"unit": [
{

"unit-id": O,
"address": {

"ipvd": [
{
"prefix4":
}
I,
"ipve": [
{
"prefix6":
}
]

"198. 51. 100. 46/ 24"

"2001: db8: 0: 27::/ 32"
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}
}
]
}
{
"nane": "lo-0/0/1",
"unit": [
{
"unit-id": 1,
"address": {
"ipvd": |
{
"prefix4": "198.51.100. 111/ 24"
}
1,
"ipve": [
{
"prefix6": "2001: db8: 0: 223::/ 32"
}
]
}
}
]
}
1.
"rtbrick-config:instance": [
{

"nane": "default",
"address-fam ly": |

{
"afi": "ipv4",
"safi": "label ed-unicast"
b,
{
llafill: Ilipv4lI’
"safi": "unicast"
},
{
"afi": "ipve",
"safi": "l abel ed-uni cast"
},
{
"afi": "ipve",
"safi": "unicast"
b
{
"afi": "npls",
"safi": "unicast"
}
|
"protocol ": {
n bgpll: {

"l ocal -as": 200,
"router-id": "198.51.100.111",
"address-fam ly": [
{
“afi": "ipv4",
"safi": "unicast",
"redistribute": [

{

"source": "direct"
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}
]
}
]

"peer": {
"ipvd": [
{
"peer-address": "198.51.100.92",
"updat e- source": "198.51.100.91",
"peer-group”: "v4_100_as"
}
]
ir
"peer-group": |
{
"pg-name": "v4_100_as",
"l ocal -as": 200,
"renote-as": 100,
"address-fam ly": [
{
"afi": "ipv4",
"safi": "unicast",
"prefix-limt": {
"count": 100,
"idle-tinmeout": 5

Peer Configuration

Once peer groups have been defined, BGP peers can be configured at the peer
configuration hierarchy. A peer can be specified by address, or by interface when
using IPv6 auto-discovered neighbors and link-local addresses. Furthermore, it is
possible to configure TCP authentication and bind it to a peer.

Syntax to configure a BGP peer by address:

set instance <instance-name> protocol bgp peer ( ipv4 | ipv6) <peer-address>
<update-source> peer-group <peer-group>

Syntax to configure a BGP peer using IPv6 link-local addresses:

set instance <instance-name> protocol bgp peer interface <name> peer-group
<peer-group>
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Syntax to configure TCP Authentication for BGP peers:

set instance <instance-name> protocol bgp peer (ipv4 | ipv6) <peer-address>
<update-source> authentication-id <authentication-id>

Attribute Description

interface <name> Enable BGP peer using IPv6 link-local addresses
ipv4 <peer-address> IPv4 address of a BGP peer

ipv6 <peer-address> IPv6 address of a BGP peer

<update-source> Local IP address to be used for the peering

peer-group <peer-group> Assign the peer to a peer group
deactivate Deactivate a configured peer

authentication-id Authentication identifier
<authentication-id>

Example 1: BGP peer specified by IP addresses

supervi sor @t brick: cfg> show config instance default protocol bgp peer

{
"rtbrick-config:peer": {
"ipvd": [
{
"peer-address": "198.51.100. 82",
"updat e- source": "198.51.100. 81",
"peer-group": "spine"
}
]
}
}

Example 2: BGP peer using IPv6 link-local addresses

supervi sor@tbrick: cfg> show config instance default protocol bgp peer

{

"rtbrick-config:peer": {

"interface": [
{
"nanme": "ifl-0/0/1/1",
"peer-group": "spine"

}
]
}
}
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Example 3: BGP peer authentication

supervi sor @t brick: cfg> show config instance default protocol bgp peer

{
"rtbrick-config:peer": {
"interface": [
{
"nanme": "ifl-0/0/1/1",
"authentication-id": "authl",
"peer-group": "spine"
}
]
}
}

Sample Configuration

Example 1: BGP Configuration of a Spine Switch (Default Instance only)

{

"ietf-restconf:data": {
"rtbrick-config: daemon-options": [

{
"i nstance- nanme": "*",
"afit; "xm
"safi": "*",
"bd-type": "bgp.appd",
"bd-nane": "bgp. appd. 1"
}
1,
“rtbrick-config:instance": [
{
"nane": "default",
"ipv4-router-id": "198.51.100.51",
"protocol ": {
"bgp": {
"dommi n-nane": "rtbrick.cont,
"host -nane": "spinel",

"l ocal -as": 4200000100,
"address-fam ly": [
{
"afi": "ipv4",
"safi": "vpn-unicast"
e
{
"afi": "ipve",
"safi": "l abel ed-unicast",
"srgh": {
"base": 5000,
"range": 1000,
"index": 11
3
"redistribute": [

{

"source": "direct"
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{

},

{

}
1.

]
b

"afi": "ipve",
"safi": "unicast",
"redistribute": [
{
"source": "direct"
}
]

“afi": "ipv6e",
"safi": "vpn-unicast"

"peer": {
"interface": [

]
b

{
"name": "ifl-0/1/1/1",

"aut hentication-id": "authl",
" peer-group": "spine"

"name": "ifl-0/2/1/1"
"peer-group": "|eafl"

“name": "ifl-0/2/2/1"
"peer-group": "l eaf2"

"peer-group": |

{

"pg-name": "leafl",

"li nk-1ocal - next hop-only": "true"

"renote-as": 4200000201
"address-fam ly": [

{
“afi": "ipv4",
"safi": "vpn-unicast",
"ext ended- next hop": "true",
"next hop-unchanged": "true"
Ji e
{
"afi": "ipve",
"safi": "l abel ed-unicast"
e
{
"afi": "ipve",
"safi": "unicast"
s
{
"afi": "ipve",
"safi": "vpn-unicast",
"next hop-unchanged": "true"
}
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{
"pg-name": "l eaf2",
"l'i nk-1ocal - next hop-only": "true",
"renote-as": 4200000202,
"address-fam ly": [
{
“afi": "ipv4",
"safi": "vpn-unicast",
"ext ended- next hop": "true",
"next hop-unchanged": "true"
},
{
"afi": "ipve",
"safi": "l abel ed-unicast"
iE
{
"afi": "ipve",
"safi": "unicast"
b
{
"afi": "ipve",
"safi": "vpn-unicast",
"next hop- unchanged": "true"
}
]
3,
{
"pg-nanme": "spine",
"li nk-1ocal - next hop-only": "true",
"renote-as": 4200000100,
"address-fam ly": [
{
"afi": "ipv4",
"safi": "vpn-unicast",
"ext ended- next hop": "true"
b
{
"afi": "ipve",
"safi": "l abel ed-uni cast",
"next hop-sel f": "true"
3
{
"afi": "ipve",
"safi": "unicast",
"next hop-sel f": "true"
Ji e
{
"afi": "ipve",
"safi": "vpn-unicast"
}
]
}
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Example 2: BGP Configuration of a Leaf Switch with one VPN Instance

{

"ietf-restconf:data": {
"rtbrick-config:instance": [

{

nane": "default",
"ipv4-router-id": "198.51.100.53",
"protocol ": {
"bgp": {
"dommi n-nane": "rtbrick.cont,
"host - name": "l eaf 1",
"l ocal -as": 4200000201,
"address-fam ly": [
{
"afi": "ipva4",
"safi": "vpn-unicast"

"afi": "ipve",
"safi": "l abel ed-unicast"
"srghb": {
"base": 5000,
"range": 1000,
"i ndex": 13
b s
"redistribute": [

{
"source": "direct"
}
]
H
{
"afi": "ipve",
"safi": "unicast",
"redistribute": [

{

"source": "direct"

"afi": "ipve",
"safi": "vpn-unicast"
}
1,
"peer": {
"interface": [
{
"npane": "ifl-0/1/1/1" "aut henti cati on-
id': "authl",
"peer-group": "spine"
I
{

name": "ifl-0/1/2/1",
"peer-group": "spine"
}
]
}

"peer-group": [
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{
"pg-name": "spine",
"l'i nk-1ocal - next hop-only": "true",
"renote-as": 4200000100,
"address-fam ly": [
{
“afi": "ipv4",
"safi": "vpn-unicast",
"ext ended- next hop": "true",
"updat e- next hop": {
"i pv6-address": "2001:db8:0:19::"
}
ir
{
"afi": "ipve",
"safi": "l abel ed-unicast"
e
{
"afi": "ipve",
"safi": "unicast"
e
{
“afi": "ipve",
"safi": "vpn-unicast",
"updat e- next hop": {
"i pv6-address": "2001:db8:0:19::"
}
}
]
}
]
}
}
e

"name": "services",

"ipv4-router-id": "198.51.100.41",

"rout e-di stinguisher": "198.51.100.41: 101",
"address-fam ly": [

{
“afi": "ipv4",
"safi": "unicast",
"policy": {
"export": "MY_V4_PCLI CY"
ir
"route-target": {
"inport": "target:198.51.100.70: 14",
"export": "target:198.51.100.70: 14"
}
e
{
"afi": "ipve",
"safi": "unicast",
"policy": {
"export": "MY_V6_POLI CY"
3
"route-target": {
"inport": "target:198.51.100. 70: 16",
"export": "target:198.51.100. 70: 16"
}
}
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I,
"protocol ": {
"bgp": {
"domai n-name": "rthbrick.cont',
"host -nane": "leafl",
"l ocal -as": 65003,
"address-fam ly": [
{
“afi": "ipv4",
"safi": "unicast",
"redistribute": [
{
"source": "direct"
b
{
"source": "ppp"
b
{
"source": "static"
}
]
b
{
"afi": "ipve",
"safi": "unicast",
"redistribute": [
{
"source": "direct"
b
{
"source": "ppp"
b
{
"source": "static"
}
1
}
1
}
}

2.2.3. BGP Operational Commands

BGP Show Commands

The BGP show commands provide detailed information about the BGP protocol
operation and BGP routes.
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BGP Summary

This command displays BGP protocol parameters like attributes or timers that are
generic to the BGP instance.

Syntax:

show bgp summary <option>

Option Description

- Without any option, the commands displays the
information for all instances.

instance <instance-name> BGP summary information for the given instance.

Example: BGP summary for the default instance

supervi sor @t brick: op> show bgp summary instance default
I nstance: default
CGeneral information
Host nane: PE1l, Donmai n nane:
Local AS: 1000, Version: 4
Local preference: 100, Protocol preference: 200
Router ID: 198.51.100.102, Custer ID 198.51.100.102
Capabilities
Route refresh: True, AS4: True, Gaceful restart: False
Best route selection
Al ways conpare MED: Fal se, lgnore as path: Fal se
I gnore | ocal preference: False, lgnore origin: False
I gnore MED: Fal se, lgnore route source: False
Ignore router ID: False, Ignore uptine: True
Ignore cluster length: False, Ignore peer |P: False
Rout e sel ect paraneter: O
Ti mers
Connect retry: 30s, Keepalive: 30s, Holdtinme: 90s
Statistics
Peers configured: 1, Peers auto discovery: O

Peers in idle 0

Peers in connect 0

Peers in active 0

Peers in opensent 0

Peers in openconfirm 0

Peers in established 1
BGP Peer

The 'show bgp peer' commands display information on BGP peers.

Syntax:
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show bgp peer <option> ...

Option

detail

<peer-name>

address <peer-address>

instance <instance-name>

instance <instance-name>
detail

instance <instance-name>
detail <peer-name>

instance <instance-name>
detail address <peer-
address>

statistics

statistics peer <peer-
name>

statistics peer address
<peer-address>

statistics instance
<instance-name> peer
<peer-name>

statistics instance
<instance-name> peer
address <peer-address>

Description

Without any option, the commands display all BGP
peers in all instances in a summary table format.

Detailed information on all BGP peers in all instances
in a list view.

Detailed information on the peer with the given name.

Detailed information on the peer with the given IP
address.

Summary of all BGP peers in the given instance.

Detailed information on all BGP peers in the given
instance.

Detailed information on the peer with the given name
in the given instance.

Detailed information on the peer with the given IP
address in the given instance.

Received and sent BGP prefixes per AFI/SAFI for all
peers in all instances.

Received and sent BGP prefixes per AFI/SAFI for the
peer with the given name.

Received and sent BGP prefixes per AFI/SAFI for the
peer with the given IP address.

Received and sent BGP prefixes per AFI/SAFI for the
peer with the given name in the given instance.

Received and sent BGP prefixes per AFI/SAFI for the
peer with the given IP address in the given instance.

Although 6PE routes are labeled, they are handled as unicast
routes, and therefore will be shown as IPv6 unicast in the BGP
peer statistics.
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Example 1: BGP Peer Summary View

supervi sor @t brick: op> show bgp peer

I nstance: default
Peer Renmot e AS State Up/ Down Ti ne
Pf xRcvd Pf xSent
PE2 2000 Est abl i shed
11d: 22h: 18m 30s 12 20
I nstance: default
Peer Renot e AS State Up/ Down Ti e
Pf xRcvd Pf xSent
CE1l 65535 Est abl i shed
6d: 02h: 28m 02s 2 2
CE1l 65535 Est abl i shed
6d: 02h: 27m 45s 2 2
Example 2: BGP Peer Detail View
supervi sor@tbrick: op> show bgp peer detail
Peer: PE2, Peer |P: 198.51.100.39, Renpte AS: 2000, Local: 198.51.100.29, Local
AS: 1000, Any AS: Fal se
Type: ebgp, State: Established, Uptine: 11d:22h: 18m 48s, Reason: Cease, Sub-
Code: Admi n shut down

Di scovered on interface: -
Last transition: Thu Nov 19 05:33:28 GMI +0000 2020, Flap count: 1

Peer I D 198. 51. 100. 106, Local ID 198. 51. 100. 102
I nst ance default, Peer group: to_pe2
6PE enabl ed Fal se
Ti mer val ues:
Peer keepalive : 30s, Local keepalive: 30s
Peer hol ddown 90s, Local hol ddown : 90s
Connect retry 30s
Ti mers:
Connect retry tiner 0s

keepal i ve ti ner
Hol ddown ti ner

expires in 1ls 488011us
expires in 1m 15s 85437us

NLRI s:
Sent ["ipv6-unicast'
"i pv6-1 abel ed- uni cast']
Recei ved ["ipv6-unicast'
"i pv6-vpn-uni cast"']
Negoti at ed
"i pv6-vpn-uni cast"']
Capabilities:
Addpat h sent
Addpat h recei ved
Addpat h negoti at ed
Ext ended next hop sent
Ext ended next hop recei ved
Ext ended next hop negoti at ed

['"ipv6-unicast'

, 'ipv4-vpn-unicast',
, 'ipv6-Ilabel ed-unicast',

, 'ipv6-Ilabel ed-unicast',

None
None
None
['ipv4-vpn-unicast']
['ipv4-vpn-unicast']
['ipv4-vpn-unicast']

Capabilities:
Feat ure Sent Recei ved
Route refresh True True
4 byte AS True True
Graceful restart Fal se Fal se
Link | ocal only Fal se Fal se
End of RIB:

"i pv6-vpn-unicast',

"ipv4-vpn-uni cast',

"ipv4-vpn-uni cast',

Negot i at ed
True

True

Fal se

Fal se
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Address fam |y Sent Recei ved

| Pv4 uni cast never never

| Pv4 | abel ed- uni cast never never

| Pv6 uni cast Thu Nov 19 05:33:30 GMI +0000 2020 Thu Nov 19
05:33: 30 GVr +0000 2020

| Pv6 | abel ed- uni cast Thu Nov 19 05:33:30 GMI +0000 2020 Thu Nov 19
05:33: 30 GV +0000 2020

| Pv4 VPN- uni cast Thu Nov 19 05:33:30 GMI +0000 2020 Thu Nov 19
05:33: 30 GV +0000 2020

| Pv6 VPN uni cast Thu Nov 19 05:33:30 GVl +0000 2020 Thu Nov 19
05: 33: 30 GV +0000 2020

| Pv4 VPN-nul ticast never never

Message stats:
Session stats:

Di rection Open Updat e Keepal i ve Noti fy Rout e
refresh

I nput 1 38 41196 0 0

Qut put 1 22 41207 0 0
Total stats:

| nput 2 48 44618 1 0

Cut put 3 32 44624 0 0
Rout e stats:

Address famly Recei ved Sent

| Pv4 uni cast 0 0

| Pv4 | abel ed- uni cast 0 0

| Pv6 uni cast 2 3

| Pv6 | abel ed- uni cast 2 3

| Pv4 VPN uni cast 4 7

| Pv6 VPN uni cast 4 7

I Pv4 multicast 0 0

| Pv4 VPN-nul ticast 0 0

Example 3: BGP Peer Statistics

supervi sor @t brick: op> show bgp peer statistics instance default peer PE2
I nstance: default

Peer AFI SAFI Pf xRcvd Pf xSent
PE2 i pvd uni cast 0 0

i pvd | abel ed- uni cast 0 0

i pv6 uni cast 2 3

i pv6 | abel ed- uni cast 2 3

i pvd vpn- uni cast 4 7

i pv6 vpn- uni cast 4 7

i pvd mul ti cast 0 0

i pvd vpn-nul ti cast 0 0

BGP Peer Group

The 'show bgp peer-group' commands display parameters like BGP attributes that
are specific to the respective peer groups.

Syntax:
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show bgp peer-group <option> ...

Option Description

- Without any option, the commands display
information on all peer groups in all instances.

<peer-group-name> Information on the peer group with the given name.
instance <instance-name> All peer groups in the given instance.

instance <instance-name> Information on the peer group with the given name in
<peer-group-name> the given instance.

Example: BGP Peer Group

supervi sor @t brick: op> show bgp peer-group to_pe2
I nstance: default

Peer group nane : to_pe2
Renot e AS : 2000
Import rule : None
Export rule . None
Renove AS : None
Next hop sel f . None
Mul ti path i BGP : None
Mul ti path eBGP : None
Client-to-dient : None
Add path : None
eBGP nul ti hop . None
Hop (TTL) : None
Any AS : None
Updat e VPNv4 NH : None
Updat e MVPN NH : None

BGP FIB

The 'show bgp fib' commands display the BGP forwarding table. In contrast to the
'show bgp rib' commands, the output of the 'show bgp fib' commands includes
only the selected routes. The BGP route selection occurs between the RIB and the
FIB.

Syntax:

show bgp fib <option> ...
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Option

<afi>

<afi> <safi>

<afi> <safi> detail

<afi> <safi> <prefix>

<afi> <safi> instance
<instance-name>

<afi> <safi> instance
<instance-name> detail

<afi> <safi> instance

Description

Without any option, the commands display the BGP
forwarding table for all address families and all
instances in a summary table format.

BGP forwarding table summary for the given address
family (AFI), all sub-address families and all instances.
Supported AFl values are 'ipv4' and 'ipv6'.

BGP forwarding table summary for the given address
family (AFl) and sub-address family (SAFI), and all
instances. Supported SAFI values are 'unicast’,
'labeled-unicast’, 'vpn-multicast', and 'vpn-unicast'.

Detailed list view of the BGP forwarding table for the
given address family (AFl) and sub-address family
(SAFI), and all instances.

BGP forwarding table entry for the given prefix and all
instances.

BGP forwarding table summary for the given AFI, SAFI,
and instance.

Detailed list view of BGP forwarding table for the
given AFI, SAFI, and instance.

BGP forwarding table entry for the given prefix and

<instance-name> <prefix> instance.

Example 1: Summary view of the BGP FIB for IPv6, all SAFIs and all instances

supervi sor @t brick: op> show bgp fib ipv6

I nstance: default, AFI:
Prefix
Next Hop
2001: db8: 0: 2::/32
198. 51. 100. 39
2001: db8: 0: 2::/32
198. 51. 100. 39
| nst ance: services, AFI:
Prefi x
Next Hop
2001: db8: 0: 6::/32
2001: db8: 0: 4: :
I nstance: default, AFI:
Prefix
Next Hop
2001: db8: 0: 2::/32

i pv6, SAFI: unicast

Pref erence Qut Label
20
20
i pv6, SAFI: unicast

Pref erence Qut Label
200

i pv6, SAFI: | abel ed-uni cast
Pref erence Qut Label
20 2003
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198. 51. 100. 39

2001: db8: 0: 2::/32 20 2003
198. 51. 100. 39
I nstance: default, AFlI: ipv6, SAFI: vpn-unicast

Prefix Pref erence Qut Label
Next Hop

2001: db8: 0: 5::/32 200 20003, bos: 1

2001: db8: 0: 6:: /32 200 20003, bos: 1

2001: db8: 0:8::/32 200 20003, bos: 1

2001: db8: 0:9::/32 20 20006, bos: 1
2001: db8: 0: 7: :

2001: db8: 0: 10::/32 20 20006, bos: 1
2001: db8: 0: 7: :

2001: db8: 0:11::/32 20 20006, bos: 1
2001: db8: 0: 7: :

2001: db8: 0:12::/32 20 20006, bos: 1
2001: db8: 0: 7: :

Example 2: Detailed view of the BGP FIB for IPv6 VPN unicast routes in the default
instances

supervi sor @t brick: op> show bgp fib ipv6 vpn-unicast instance default detail
I nstance: default, AFl: ipv6, SAFI: vpn-unicast
Prefix: 2001:db8:0:5::/32

Next hop key: 2b38f6f1d2ae56178666dledcffd18a85f d4509bcac9a2lf

Peer: None, Peer donmin: None

Rout e source: bgp-local, Send path ID: 405188370, Received path ID: None, Path
hash: None

As path: None, Originator ID: None, Oigin: |Inconplete

Comuni ty: None

Ext ended community: ['target:198.51.100.93:2']

Cluster list: None

I GP netric: None, Local preference: 100, Multi exit discrimnator: O

Preference: 200, External route: None, Readvertised route: None

Label : 20003, bos: 1, Route up: None

Prefix: 2001:db8:0:6::/32

Next hop key: 62b6c375c2ee2cb053bd5482ec1b7df 18e271b6e0d37a4b0

Peer: None, Peer donmin: None

Rout e source: bgp-local, Send path ID: 2400017309, Received path |ID: None,
Pat h hash: None

As path: None, Originator ID: None, Origin: Inconplete

Communi ty: None

Ext ended community: ['target:198.51.100.93:2']

Cluster list: None

IGP metric: None, Local preference: 100, Multi exit discrimnator: None

Pref erence: 200, External route: None, Readvertised route: None

Label : 20003, bos: 1, Route up: None

BGP RIB-in

This command displays the received routes.

Syntax:
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show bgp rib-in <option> ...

Option Description

- Without any option, the command displays
information on the received BGP routing table on all
instances in a summary table format.

<afi> BGP routing table summary for the given address
family (AFI), all sub-address families and all instances.
Supported AFl values are 'ipv4' and 'ipv6'.

<afi> <safi> BGP routing table summary for the given address
family (AFl) and sub-address family (SAFI), and all
instances. Supported SAFI values are 'labeled-unicast’,
'unicast’, 'vpn-multicast', and 'vpn-unicast'.

<afi> <safi> detail Detailed list view of the BGP routing table for the
given address family (AFl) and sub-address family
(SAFI), and all instances.

<afi> <safi> <prefix> BGP routing table entry for the given prefix and all
instances.

<afi> <safi> instance BGP routing table summary for the given AFI, SAFI,

<instance-name> and instance.

<afi> <safi> instance Detailed list view of BGP routing table for the given

<instance-name> detail AFI, SAFI, and instance.

<afi> <safi> instance BGP routing table entry for the given prefix and

<instance-name> <prefix> instance.

<afi> <safi> peer <name>/ Peer name or address
peer address <ip>

Example 1: Summary view of the BGP rib-in.

supervi sor@tbrick: op> show bgp rib-in
Instance: ip2vrf, AFl: ipv4, SAFl: unicast
Peer: None, Received routes: 10

Prefix Next Hop MED Local Preference AS
Pat h
198. 51. 100. 75/ 24 198. 51. 100. 93 - 100
198. 51. 100. 76/ 24 198. 51. 100. 94 - 100
198. 51. 100. 77/ 24 198. 51. 100. 99 - 100
198. 51. 100. 78/ 24 198. 51. 100. 94 - 100
198. 51. 100. 79/ 24 198. 51. 100. 99 - 100
198. 51. 100. 82/ 24 198. 51. 100. 94 - 100
198. 51. 100. 93/ 24 198. 51. 100. 93 - 100
198.51. 100. 94/ 24 198.51. 100. 94 - 100
198.51. 100. 99/ 24 198. 51. 100. 99 - 100
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198. 51. 100. 99/ 24

I nstance: default, AFI: ipv4, SAFI:
Peer: None, Received routes:
Prefix
Pat h
198.51. 100. 14/ 24
4200000004
198.51.100. 17/ 24
4200000004
198.51.100. 16/ 24
4200000004

Example 2: Summary view of the BGP rib-in for IPv4, all SAFIs and all instances

supervi sor@t bri ck:

I nst ance:

Peer :

No

Prefix

Pat h

198.
198.
198.
198.
198.
198.
198.
198.
198.
198.

51.
51.
51.
51.
51.
51.
51.
51.
51.
51.

I nst ance:

Peer :

No

Prefix

Pat h

i p2v
ne,

ne,

100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
defaul t, AFl: ipv4, SAFI:

Recei ved routes:

75/ 24
76/ 24
77/ 24
78/ 24
79/ 24
82/ 24
93/ 24
94/ 24
95/ 24
99/ 24

Recei ved routes:

198.51.100. 14/ 24
4200000004
198.51.100. 17/ 24
4200000004

Example 3: Summary view of the received routes

supervi sor @t bri ck:

I nst ance:

Peer :

No

Prefix

Pat h

198.
198.
198.
198.
198.
198.
198.
198.

51.
51.
51.
51.
51.
51.
51.
51.

4200000003

198.

51.

4200000004

198.
198.
198.

51.
51.
51.

i p2v
ne,

100

100
100
100

100.
100.
100.
100.
100.
100.
100.
100.

Recei ved routes:

75/ 24
76/ 24
77/ 24
78/ 24
79/ 24
82/ 24
93/ 24
113/ 24

. 114/ 24

.94/ 24

.95/ 24
.99/ 24

BGP RIB-out

4

10

4

13

198. 51. 100. 99

vpn- uni cast

Next Hop

2001: db8: 0: 1::

2001: db8: 0: 1::

2001: db8: 0: 1::

uni cast

op> show bgp rib-in ipv4d
rf, AFl: ipv4, SAFI:

Next Hop

198.
198.
198.
198.
198.
198.
198.
198.
198.
198.
vpn- uni cast

&,
&,
&,
i,
51.
51.
51.
51.
51.
51.

100.
100.
100.
100.
100.
100.
100.
100.
100.
100.

Next Hop

2001: db8: 0:

2001: db8: 0:

uni cast

Next Hop

198.
198.
198.
198.
198.
198.
198.
198.

198.

198.

198.
198.

This command displays the send

51"
5%
&l
Eil,
Eil,
&l
Bl
il

&,

i,

i,
51.

100.
100.
100.
100.
100.
100.
100.
100.

100.

100.

100.
100.

93
94
95
94
95
94
93
94
95
95

13::

13::

93
94
95
94
95
94
93
93

93

94

95
95

routes.

op> show bgp rib-in ipv4 unicast peer address 198.51.100. 94
rf, AFl: ipv4, SAFI:

Local Preference

Local Preference

Local Preference

Local Preference

AS

AS

AS

AS
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Syntax:

show bgp rib-out <option> ...

Option

<afi>

<afi> <safi>

<afi> <safi> detail

<afi> <safi> <prefix>

<afi> <safi> instance
<instance-name>

<afi> <safi> instance
<instance-name> detail

<afi> <safi> instance

Description

Without any option, the command displays advertised
BGP routes for all instances.

BGP routing table summary for the given address
family (AFI), all sub-address families and all instances.
Supported AFl values are 'ipv4' and 'ipv6'.

BGP routing table summary for the given address
family (AFl) and sub-address family (SAFI), and all
instances. Supported SAFI values are 'unicast’,
'labeled-unicast', 'multicast’, and 'vpn-unicast'.

Detailed list view of the BGP routing table for the
given address family (AFl) and sub-address family
(SAFI), and all instances.

BGP routing table entry for the given prefix and all
instances.

BGP routing table summary for the given AFI, SAFI,
and instance.

Detailed list view of BGP routing table for the given
AFI, SAFI, and instance.

BGP routing table entry for the given prefix and

<instance-name> <prefix> instance.

<afi> <safi> peer <name>/ Peer name or address

peer address <ip>

Example 1: Summary view of the routes advertised to a peer

supervi sor @t brick: op> show bgp rib-out ipv4 unicast peer CEl-Vrfl

Instance: vrfl, AFl: ipv4, SAFI:
Peer: CE1-Vrfl, Sent routes: 4

Prefix
AS Pat h

198. 51. 100. 104/ 24
65001

198. 51. 100. 113/ 24
65001

198. 51. 100. 117/ 24
65001

198. 51. 100. 106/ 24

uni cast

MED Local Preference Oigin Next Hop
0 - I nconpl ete
0 - I nconpl ete
0 o I nconpl ete
0 - I nconpl ete
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65001

Example 2: Detailed view of the routes advertised to a peer

supervi sor @t brick: op> show bgp rib-out
Instance: vrfl, AFl: ipv4, SAFl: unicast
Peer -group: pel_cel, Sent routes: 4

Prefix VED Local Preference Oigin
Next Hop AS Pat h
198. 51. 100. 104/ 24 0 -
I nconpl et e - 65001
198. 51. 100. 113/ 24 0 -
I nconpl et e - 65001
198. 51. 100. 105/ 24 0 -
I nconpl et e - 65001
198. 51. 100. 106/ 24 0 -
I nconpl et e - 65001

Instance: vrfl, AFl: ipv6, SAFI: unicast
Peer - group: pel_cel, Sent routes: 3

Prefix VED Local Preference Oigin
Next Hop AS Pat h
2001: db8: 0: 14::/ 24 0 -
I nconpl et e - 65001
2001: db8: 0: 15::/ 24 0 -
I nconpl et e - 65001
2001: db8: 0: 16::/24 0 -
I nconpl et e - 65001

TCP Connections

This command displays information of the TCP connections used by BGP.
Syntax:

show bgp tcp bgp.iod.1 connection <option> ...

Option Description

- Without any option, the command displays the TCP
connections used by BGP for all instances.

detail Detailed list view of the the TCP connections for the
given address family (AFl) and sub-address family
(SAFI), and all instances.

prefix TCP connections for the given prefix and all instances.

instance <instance-name> TCP connections summary for the given instance.

Example 1: Summary view of the BGP TCP connections
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supervi sor @eaf 1: cfg> show bgp tcp bgp.iod.1 connection

I nst ance Local |P Address Renote | P Address Local
Port Renote Port State

def aul t 2001: db8: 0: 189: : 2001: db8: 0: 38:: 179
49568 Est abl i shed

def aul t 2001: db8: 0: 61: : 2001: db8: 0: 237: : 50529
179 Est abl i shed

Example 2: Detailed information of the BGP TCP connections

supervi sor @eaf 1: cfg> show bgp tcp bgp.iod.1l connection detai

I nstance: default
Local |Pv6 address
Renote | Pv6 address
Local port
Renot e port
State
I nt er nal
Opti ons
TGS
TTL
Priority
Fl ags
Last trigger
Ti mer
Ti mers
Pol |
Pol | interval
Ret ransm ssi on
Recei ver
Expect ed sequence
Avai | abl e wi ndow
Announced w ndow
Announced wnd RT edge
MBS
RTT estinmate
Ti meout
Sequence
Ret ransm ssi on
Ret r ansmi ssi ons
Dupl i cate acks
H ghest ack'd sequence
Congesti on
W ndow
Per si st count
Send scal e
Recei ve scal e
Sender
Next seq to send
Last wnd update seq
Last wnd update ack
W ndow
Max wi ndow announced
Acknow edged
Send buf
Send queue | ength
Unsent oversize
TS |l ast ack sent

2001: db8: 0: 189:
2001: db8: 0: 38::
179

49568

Est abl i shed

- | Keepalive | --

= o

1

-1-1-1-1]-|Nagl e Disabled|-|Wd Scale|-]|-]|-
27

37624

Os
Os
65535s

32965979
96816
95562
33061541
1440

0

17683639s
3s
Os
Os
17683658s

162834
0
5
5

17683658
32965979
17683658
96192
96800
None
56476

0

0
818020352
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Keepal i ve
Next keepalive idle : 7200000
Keepal i ve interval : 75000
Keepal i ve count 9
Keep sent count 00
Aut henti cati on
Aut h type : HVAC- SHA- 256- 128
keyl-id : 255
key2-id 0
Al gorithm m smat ch 0
Secret m smatch : 43
Lat est sent digest : 850f ea02c98912ce4497ec2bl0ladf 7c
Lat est received digest : a718f b88e0d7f d4a00843e6aec03c864

TCP Statistics

This command displays TCP statistics information of the TCP connections used by
BGP.

Syntax:

show bgp tcp bgp.iod.1 statistics <option> ...

Option Description

- Without any option, the command displays the TCP
statistics information of the TCP connections used by
BGP for all instances.

instance <instance-name> TCP connections summary for the given instance.

Example: TCP statistics information of the TCP connections used by BGP for the
default instance

supervi sor @t brick: op> show bgp tcp bgp.iod.1 statistics instance default
I nstance: default
I P statistics
Transnitted packets 1 3103242412
Recei ved packets : 47351
Forwar ded packets
Dr opped packets
Checksum error
Invalid | ength error
Qut of nenory error
Routing error
Protocol error
Error in options
M sc error
Cachehi t
TCP statistics
Transnmitted packets 1 365499779
Recei ved packets . 5577

[eNelNeolNelNolNolNelNolNolNo)
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Forwar ded packets
Dr opped packets
Checksum error
Invalid | ength error
Qut of menory error
Routing error
Protocol error

Error in options

M sc error

Cachehi t

BGP Clear Commands

3014656

46

0

0

0

3014656

46

0

2097152
1557594144

Clear commands allow to reset operational states.

BGP Peer

This commands resets BGP peerings.

Syntax:

clear bgp peer <option> ...

Option
all
all soft-in <afi> <safi>

all soft-out <afi> <safi>

all stats

instance <instance>
<peer-ip>

instance <instance>
<peer-ip> source <src-ip>
instance <instance> all
instance <instance>
<peer-ip> source <src-ip>
soft-in <afi> <safi>
instance <instance>
<peer-ip> soft-in <afi>
<safi>

Description
Clears all the BGP peers.
Sends route refresh to all neighbors.

Re-advertises all the routes previously sent to the
peer.

Clears the statistics of all the BGP peers.

Clears the peer for the given instance and peer IP
address.

Clears a specific peer for the given peer IP address
and source IP address in the specified instance.

Clears all peers in the given instance.

Sends route refresh to specific peer for the given
instance, peer-ip, source-ip and address-family.

Sends route refresh to peer for the given instance,
peer-ip and address-family.
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Option

instance <instance> all
soft-in <afi> <safi>

instance <instance>
<peer-ip> source <src-ip>
soft-out <afi> <safi>

instance <instance>
<peer-ip> soft-out <afi>
<safi>

instance <instance> all
soft-out <afi> <safi>
instance <instance>
<peer-ip> source <src-ip>
stats

instance <instance>
<peer-ip> stats

instance <instance> all
stats

Description

Sends route refresh to all peers for the given instance
and address family.

Re-advertises all the routes previously sent to the
specific peer for the given instance, peer-ip, source-ip
and address-family.

Sends route refresh to peer for a given instance, peer-
ip and address-family.

Sends route update to all peers for given instance and
address family.

Clears the statistics of a specific peer for a given
instance, peer-ip and source-IP.

Clears the statistics of the peer for a given instance
and peer-IP.

Clears the statistics of all peers for a given instance.

Example: The example below shows how to clear all the BGP peers.

supervi sor @t bri ck:

op> clear bgp peer all

2.3. BGP FlowSpec

2.3.1. BGP FlowSpec Overview

BGP FlowSpec is an extension of the BGP protocol that allows for the dynamic
propagation of more specific information than the traffic aggregate defined by an
IP Prefix. This enables network administrators to control data traffic flow at any
point in their network infrastructure. BGP FlowSpec can be used for various
purposes, such as managing congestion or mitigating distributed denial-of-service
(DDoS) attacks. Expanding routing information with FlowSpec allows the routing
system to use the ACL (Access Control List) or firewall capabilities in the router’s

forwarding path.
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The figure below shows a traffic scrubbing station capable of generating the
FlowSpec rule in the event of a DDoS attack and sending the BGP FlowSpec update
to the neighbouring devices. The device that can interpret this update can drop the
DDoS traffic as it arrives.

BGP FlowSpec

FlowSpec
Device PE 2

Internet

Internet Traffic

FlowSpec Update PE 3
DDoS Traffic

FlowSpec helps to establish matching criteria for IP traffic packets encoded into
BGP Network Layer Reachability Information (NLRI). The requirements can include
various attributes and may or may not involve reachability information. Routers
can use FlowSpec to forward, shape, classify, rate limit, filter, or redirect packets
based on specific policies, allowing for rules that operate on multiple fields of the
packet header.

The figure below shows the high-level flow of BGP FlowSpec design.
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FlowSpec decoding

FlowSpec validation

Relative order of FlowSpec

Traffic action

FlowSpec involves actively processing and inserting dynamic ACLs in an
operational environment. When a router receives a FlowSpec update, it can
dynamically create IP filters to mitigate intra-AS and inter-AS DDoS attacks and
other unwanted traffic patterns. Mitigation is implemented by dropping or rate-
limiting the traffic at the network’s ingress point (or the nearest possible point
toward the source of the DDoS attack).

Supported BGP Standards

RFC Number Description

RFC 8955 Dissemination of Flow Specification Rules for IPv4

RFC 8956 Dissemination of Flow Specification Rules for IPv6
0 ‘ RFC and draft compliance are partial except as specified.

Supported Platforms

Not all features are necessarily supported on each hardware platform. Refer to the
Platform Guide for the features and the sub-features that are or are not supported
by each platform.

Supported Matching Criteria and Actions

The tables below outline the FlowSpec supported matching criteria and actions.
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BGP FlowSpec
NLRI Type

Type 1

Type 2

Type 3

Type 4

Type 5

Type 6

Match Criteria & Description Option

Destination-
Prefix
(ipv4/ipv6)

Source-Prefix
(ipv4/ipv6)

IP-Protocol

Port (src or dst)

Destination
port

Source port

Defines the
destination

prefix to match

Defines the
source prefix
to match.

Contains a set
of {operator,
value} pairs

that match the

IP protocol

value byte in IP

packets.

Defines a list of

{operator,
value} pairs
that match
source or
destination
ports.

specific host
IP range
specific host
IP range

specific value

multi-value
range

specific value

multi-value
range

Defines a list of specific value

{operator,
value} pairs
used to match

the destination
port of a TCP or

UDP packet.

multi-value
range

Defines a list of specific value

{operator,
value} pairs
used to match

the source port

of a TCP or
UDP packet.

multi-value
range

Supported
(Yes/No)

Yes
Yes
Yes
Yes

Yes

No

No

No

Yes

No

Yes

No
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BGP FlowSpec

NLRI Type

Type 7 ICMP type
Type 8 ICMP code
Type 9 TCP flag
Type 10 Packet length
Type 11 DSCP

Type 12 Fragment

Match Criteria & Description Option

Defines a list of specific value

{operator,
value} pairs
used to match

the type field of
an ICMP packet

Defines a list of

{operator,
value} pairs
used to match
the code field
of an ICMP
packet.

IPv4 or IPv6
TCP flags(2
bytes include
reserved bits)

Match on the
total IP packet
length

Defines a list of

{operator,
value} pairs
that use a
Multi-value

range to match

the 6-bit DSCP
field.

Identifies a
fragment-type
as the match
Bit mask
criterion for a
class map.

multi-value
range

specific value

multi-value
range

specific value

multi-value
range

specific value

multi-value
range

specific value

multi-value
range

specific value

multi-value
range

Supported
(Yes/No)

No

No

No

No

No

No

No

No

No

No

No

No
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0 The maximum number of matches supported in a single FlowSpec
rule is 8.
Action Criteria & Description Option Supported
(Yes/No)
1 traffic-rate- Traffic-rate 0 (drop) Yes
bytes limits specified
in bytes per >0 Yes
second
2 traffic-rate- Traffic-rate 0 (drop) Yes
packets limits specified
in packets per sq No
second
3 traffic-action  Action thatis  Terminal No
performed on
the traffic that '
matches Sampling No

FlowSpec rule

4 rt-redirect Redirects the  tovrf No
trafficto a
specific VRF
instance or to a t© nexthop No
next-hop

Operators Supported in Matching Criteria and Actions

Operator Type Supported Operators Unsupported Operators

Relational equal greater than,
greater than or equal,
less than,
less than or equal,
not equal

Logical or and

2.3.2. BGP FlowSpec Configuration
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Enabling BGP FlowSpec Address Family

Adding the FlowSpec address family to the BGP address-family configuration
enables the exchange of BGP FlowSpec NLRIs.

Syntax:

set <instance> <instance-name> protocol bgp address-family <afi> <safi>

Attribute Description

<instance-name> Name of the BGP instance

<afi> Address family identifier (AFI). Supported values: ipv4,
ipv6

<safi> Subsequent address family identifier (SAFI). Specify

"flowspec" as the SAFI for BGP to enable the exchange
of BGP FlowSpec NLRIs.

Example 1: BGP FlowSpec IPv4 Configuration

supervi sor @t bri ck>LEAFO1: cfg> show config instance default protocol bgp address-
fam ly ipv4d fl owspec
{
"rtbrick-config:address-famly": [
{
“afi": "ipv4",
"safi": "fl owspec"
}
]
}

Example 2: BGP FlowSpec IPv6 Configuration

supervi sor @t bri ck>LEAFO1: cfg> show config instance default protocol bgp address-
famly ipv6é fl owspec
{
"rtbrick-config:address-famly": [
{
"afi": "ipve",
"safi": "fl owspec"
}
]
}
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Enabling BGP FlowSpec in Peer Group Address Family
Syntax:

set instance <instance-name> protocol bgp peer-group <peer-group-name>
address-family <afi> <safi> <attribute> <value>

Attribute Description

<afi> Address family identifier (AFI). Supported values: ipv4,
ipv6, 12vpn

<safi> Subsequent address family identifier (SAFI). Specify

"flowspec" as the SAFI to enable BGP FlowSpec in Peer
Group address family.

Example 1: BGP FlowSpec in Peer Group Address Family

supervi sor @t bri ck>LEAFO1: cfg> show config instance default protocol bgp peer-

group
{
"rtbrick-config: peer-group": [
{

"pg- name": "PE2",
"renote-as": 4200000002,
"address-fam ly": [

{
“afi": "ipv4",
"safi": "fl owspec”
H
{
"afi": "ipv4",
"safi": "unicast"
I
{
"afi": "ipve",
"safi": "fl owspec"
b
{
"afi": "ipve",
"safi": "unicast"
}

2.3.3. BGP FlowSpec Operational Commands
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show bgp peer

The 'show bgp peer' commands display information on BGP peers.

Syntax:

show bgp peer <option> ...

Option

detail

<peer-name>

address <peer-address>

instance <instance-name>

instance <instance-name>
detail

instance <instance-name>
detail <peer-name>

instance <instance-name>
detail address <peer-
address>

statistics

statistics peer <peer-
name>

statistics peer address
<peer-address>

statistics instance
<instance-name> peer
<peer-name>

Description

Without any option, the commands display all BGP
peers in all instances in a summary table format.

Detailed information on all BGP peers in all instances
in a list view.

Detailed information on the peer with the given name.

Detailed information on the peer with the given IP
address.

Summary of all BGP peers in the given instance.

Detailed information on all BGP peers in the given
instance.

Detailed information on the peer with the given name
in the given instance.

Detailed information on the peer with the given IP
address in the given instance.

Received and sent BGP prefixes per AFI/SAFI for all
peers in all instances.

Received and sent BGP prefixes per AFI/SAFI for the
peer with the given name.

Received and sent BGP prefixes per AFI/SAFI for the
peer with the given IP address.

Received and sent BGP prefixes per AFI/SAFI for the
peer with the given name in the given instance.
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Option Description
statistics instance Received and sent BGP prefixes per AFI/SAFI for the
<instance-name> peer peer with the given IP address in the given instance

address <peer-address>
Example 1: BGP Peer Summary View

supervi sor @t bri ck>LEAFO1: op> show bgp peer
I nstance: default

Peer Renot e AS State Up/ Down Ti ne Pf xRcvd Pf xSent
PE2 4200000002 Est abl i shed  0d: 0lh: 35m 53s 42 72
99.1.1.2 65002 Est abl i shed  0d: 01h: 35m 53s 2 27

Example 2: BGP Peer Detail View

supervi sor @t bri ck>LEAFO1: op> show bgp peer detail
Peer: PE2, Peer |IP: 12.0.0.2, Renpte AS: 4200000002, Local: 12.0.0.1, Local AS:
4200000001, Any AS: Fal se

Type: ebgp, State: Established, Up/Down Tinme: 0d:01h: 38m 59s, Reason: Cease,
Sub- Code: Adm n reset

Di scovered on interface: -

Last transition: Thu Jun 20 09: 35:06 GMI' +0000 2024, Flap count: 1

Peer ID : 192.168.0.20, Local ID : 192.168.0.10
I nst ance : default, Peer group: PE2
6PE enabl ed . Fal se

Ti mer val ues:
Peer keepalive : 30s, Local keepalive: 30s

Peer hol ddown : 90s, Local hol ddown : 90s
Connect retry : 30s
Ti mers:

Connect retry tiner : Os

keepal i ve ti mer : expires in 10s 882996us

Hol ddown ti ner : expires in 1m 12s 538155us

NLRI s:

Sent : ['"12vpn-evpn', 'l2vpn-vpls', "ipv4-unicast', 'ipv6-unicast',
"ipva-flowspec', 'ipv6-flowspec', 'ipv4-vpn-unicast', 'ipv6-vpn-unicast', 'ipv4-
vpn-nulticast', 'ipv4-Ilabel ed-unicast', 'ipv6-Ilabel ed-unicast']

Recei ved : ['12vpn-evpn', 'I2vpn-vpls', 'ipv4-unicast', 'ipv6-unicast',
"ipva-flowspec', 'ipv6-flowspec', 'ipv4-vpn-unicast', 'ipv6-vpn-unicast', 'ipv4-
vpn-nul ticast', 'ipv4-I|abel ed-unicast', 'ipv6-Iabel ed-unicast']

Negoti at ed : ['12vpn-evpn', 'l2vpn-vpls', '"ipv4-unicast', 'ipv6-unicast',
"ipv4-flowspec', 'ipv6-flowspec', 'ipv4-vpn-unicast', 'ipv6-vpn-unicast', 'ipv4-
vpn-nul ticast', 'ipv4-I|abel ed-unicast', 'ipv6-Iabel ed-unicast']

Capabilities:

Addpat h sent : None

Addpat h received : None

Addpat h negoti at ed : None

Ext ended next hop sent : None

Ext ended next hop recei ved : None

Ext ended next hop negoti at ed : None

Capabilities:

Feat ure Sent Recei ved Negot i at ed
Route refresh True True True
4 byte AS True True True
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09:
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Peer hol ddown : 90s, Local hol ddown : 90s
Connect retry : 30s
Ti mers:
Connect retry tiner : Os
keepal i ve ti ner : expires in 14s 885374us
Hol ddown ti ner : expires in 1m 806199us
NLRI s:
Sent : ["ipv4-unicast', 'ipv6-unicast', 'ipv4-flowspec', 'ipv6-
fl owspec' ]
Recei ved : ["ipv4a-flowspec', 'ipv6e-flowspec']
Negot i at ed : ["ipv4a-flowspec', 'ipv6e-flowspec']
Capabilities:
Addpat h sent : None
Addpat h received : None
Addpat h negoti at ed . None
Ext ended next hop sent : None
Ext ended next hop recei ved : ["ipva-flowspec', 'ipv6e-flowspec']
Ext ended next hop negoti at ed : None
Capabilities:
Feat ure Sent Recei ved Negot i at ed
Rout e refresh True True True
4 byte AS True True True
G aceful restart Fal se Fal se Fal se
Li nk I ocal only Fal se Fal se Fal se
<...>

show bgp rib-in
This command displays the received routes.
Syntax:

show bgp rib-in <option> ...

Option Description

- Without any option, the command displays

information on the received BGP routing table on all
instances in a summary table format.

<afi> BGP routing table summary for the given address

family (AFI), all sub-address families and all instances.
Supported AFl values are 'ipv4' and 'ipv6'.

<afi> <safi> BGP routing table summary for the given address
family (AFl) and sub-address family (SAFI), and all

instances. Supported SAFI values are 'labeled-unicast’,

'unicast’, 'vpn-multicast’, 'vpn-unicast’, ‘evpn-vpws’,

‘evpn’, ‘vpls-vpws', ‘vpls’, and ‘flowspec'.
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Option Description

<afi> <safi> detail Detailed list view of the BGP routing table for the
given address family (AFl) and sub-address family
(SAFI), and all instances.

<afi> <safi> <prefix> BGP routing table entry for the given prefix and all
instances.

<afi> <safi> instance BGP routing table summary for the given AFI, SAFI,

<instance-name> and instance.

<afi> <safi> instance Detailed list view of BGP routing table for the given

<instance-name> detail AFI, SAFI, and instance.

<afi> <safi> instance BGP routing table entry for the given prefix and

<instance-name> <prefix> instance.

<afi> <safi> peer <name>/ Peer name or address
peer address <ip>

Example 1: Summary view of the BGP rib-in for the ipv4 flowspec address family.

supervi sor @t bri ck>LEAFO1: op> show bgp rib-in ipvd fl owspec
I nstance: default, AFl: ipv4, SAFI: flowspec
Peer IP: 99.1.1.2, Source IP: 99.1.1.1, Received routes: 2

Fl owspec Hash Mat ch Action
AS Pat h St at us
236e3111 src-prefix : 192.0.2.3/32 rate-
limt:400.0 kbps 65002 Valid
i p-proto [ ==tcp or ==udp ]
src-port : [ ==200 or ==100 or ==300 ]
e05a9523 dest-prefix : 203.0.113.0/24 di scard
65002 Val i d

Example 2: Summary view of the BGP rib-in for the ipv6 flowspec address family.

supervi sor @t bri ck>LEAFO1: op> show bgp rib-in ipv6 flowspec
Instance: default, AFlI: ipv6, SAFI: flowspec
Peer IP;: 99.1.1.2, Source IP: 99.1.1.1, Received routes: 1

Fl owspec Hash Mat ch
Action AS Pat h St at us
ef f 682bf src-prefix : 2001:db8::1/128
rate-limt:500.0 kbps Valid
i p-proto ;[ ==udp ]
src-port : [ ==4000 or ==5000 ]
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show bgp rib-out

This command displays the send routes.

Syntax:

show bgp rib-out <option> ...

Option

<afi>

<afi> <safi>

<afi> <safi> detail

<afi> <safi> <prefix>

<afi> <safi> instance
<instance-name>

<afi> <safi> instance
<instance-name> detail

<afi> <safi> instance

Description

Without any option, the command displays advertised
BGP routes for all instances.

BGP routing table summary for the given address
family (AFI), all sub-address families and all instances.
Supported AFl values are 'ipv4' and 'ipv6'.

BGP routing table summary for the given address
family (AFl) and sub-address family (SAFI), and all
instances. Supported SAFI values are 'unicast’,
'labeled-unicast’, 'multicast’, 'vpn-unicast', ‘evpn’, ‘vpls,
‘vpls-vpws', and ‘flowspec'.

Detailed list view of the BGP routing table for the
given address family (AFl) and sub-address family
(SAFI), and all instances.

BGP routing table entry for the given prefix and all
instances.

BGP routing table summary for the given AFI, SAFI,
and instance.

Detailed list view of BGP routing table for the given
AFI, SAFI, and instance.

BGP routing table entry for the given prefix and

<instance-name> <prefix> instance.

<afi> <safi> peer <name>/ Peer name or address

peer address <ip>

Example 1: Summary view of the IPv4 FlowSpec routes advertised to a peer

supervi sor @t bri ck>LEAFO01:
i pv4, SAFI: flowspec

I nstance: default, AFI:

op> show bgp rib-out ipv4 flowspec

Peer - group: PE2, Sent routes: 2
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FI owspec Hash Mat ch
Action Oigin
236e3111 src-prefix : 192.0.2.3/32
rate-limt:400.0 kbps I nconpl ete
i p-proto [ ==tcp or ==udp ]
src-port : [ ==200 or ==100 or ==300 ]
e05a9523 dest-prefix : 203.0.113.0/24
di scard I nconpl ete

Example 2: Summary view of the IPv6 FlowSpec routes advertised to a peer

supervi sor @t bri ck>LEAFO1:

op> show bgp rib-out ipv6 fl owspec

Instance: default, AFlI: ipv6, SAFI: flowspec
Peer -group: PE2, Sent routes: 1

Fl owspec Hash Mat ch
Action Oigin
ef f 682bf src-prefix : 2001:db8::1/128
rate-limt:500.0 kbps I nconpl ete
i p-proto ;[ ==udp ]
src-port : [ ==4000 or ==5000 ]

show bgp fib

The 'show bgp fib' commands display the BGP forwarding table. In contrast to the
'show bgp rib' commands, the output of the 'show bgp fib' commands includes
only the selected routes. The BGP route selection occurs between the RIB and the
FIB.

Syntax:

show bgp fib <option> ...

Option Description

- Without any option, the commands display the BGP
forwarding table for all address families and all
instances in a summary table format.

<afi> BGP forwarding table summary for the given address
family (AFI), all sub-address families and all instances.
Supported AFl values are 'ipv4' and 'ipv6'.

<afi> <safi> BGP forwarding table summary for the given address

family (AFl) and sub-address family (SAFI), and all
instances. Supported SAFI values are 'unicast’,
'labeled-unicast’, 'vpn-multicast', 'vpn-unicast', ‘evpn-
vpws', ‘vpls', ‘vpls-vpws' and ‘flowspec'.
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Option Description

<afi>

<safi> detail Detailed list view of the BGP forwarding table for the
given address family (AFl) and sub-address family
(SAFI), and all instances.

<afi> <safi> <prefix> BGP forwarding table entry for the given prefix and all
instances.

<afi> <safi> instance BGP forwarding table summary for the given AFI, SAFI,

<instance-name> and instance.

<afi> <safi> instance Detailed list view of BGP forwarding table for the

<instance-name> detail given AFI, SAFI, and instance.

<afi> <safi> instance BGP forwarding table entry for the given prefix and

<instance-name> <prefix> instance.

Exam

supe
I nst
FI
Prio
23
i m

el
1501

Exam

supe
I nst
Fl

ple 1: Summary view of the BGP FIB for IPv4 flowspec address family

rvisor@tbrick>LEAFO1l: op> show bgp fib ipv4 flowspec

ance: default, AFl: ipv4, SAFl: flowspec
owspec Hash Mat ch Action
rity St at us
6e3111 src-prefix : 192.0.2.3/32 rat e-
t:400.0 kbps 1502 Installed
i p-proto ;[ ==tcp or ==udp ]
src-port : [ ==200 or ==100 or ==300 ]
5a9523 dest-prefix : 203.0.113.0/24 di scard
Instal |l ed
ple 2: Summary view of the BGP FIB for a specific IPv4 flowspec hash

rvisor@thbri ck>LEAFO1: op> show bgp fib ipv4 fl owspec e05a9523

ance: default, AFl: ipv4, SAFl: flowspec
owspec hash: e05a9523
Mat ch:
dest-prefix: 203.0.113.0/24
Acti on:
di scard

Ext ended conmmunity:
flowspec:traffic-rate-bytes: 0: 0. 000000
Priority: 1509
Status: Installed
Nurmber of ACL installed: 1
Rul e: bgp-fl owspec-e05a95230d1f 7153ac561b564947a9457b1083f 57f a5cb10
ACL type: |3v4

Odinal: O Priority: 1501
Mat ch:

Destination | Pv4 prefix: 203.0.113.0/24
Acti on:

Drop: True
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Statistics:
Tot al Accept ed Dr opped
Packets: 45 0 45
Byt es: 11700 0 11700

Example 3: Summary view of the BGP FIB for IPv6 flowspec address family

supervi sor @t bri ck>LEAFO1: op> show bgp fib ipv6 fl owspec
Instance: default, AFlI: ipv6, SAFI: flowspec

FI owspec Hash Mat ch Action
Priority St at us
ef f 682bf src-prefix : 2001:db8::1/128 rate-
limt:500.0 kbps 1501 Installed
i p-proto [ ==udp ]
src- port : [ ==4000 or ==5000 ]

Example 3: Summary view of the BGP FIB for a specific IPv4 flowspec address
family

supervi sor @t bri ck>LEAFO1: op> show bgp fib ipv4 fl owspec 236e3111
Instance: default, AFlI: ipv4, SAFI: flowspec
FIl owspec hash: 236e3111
Mat ch:
src-prefix: 192.0.2.3/32
i p-proto: [ ==tcp or ==udp ]
src-port: [ ==200 or ==100 or ==300 ]
Acti on:
rate-limt:400.0 kbps
Ext ended conmmunity:
flowspec:traffic-rate-bytes: 0: 400000. 000000
Priority: 1502
Status: Installed
Nunber of ACL installed: 6
Rul e: bgp-fl owspec-236e31110de8e5920e5caedledbc3f €92d570bda99bd49f 7
ACL type: |3v4
Ordinal: 4 Priority: 1502
Mat ch:
Source | Pv4 prefix: 192.0.2.3/32
Source L4 port:: 100
I P protocol: udp
ACL type: |3v4
Odinal: 3 Priority: 1502
Mat ch:
Source | Pv4 prefix: 192.0.2.3/32
Source L4 port:: 200
I P protocol: udp
ACL type: |3v4
Odinal: O Priority: 1502
Mat ch:
Source | Pv4 prefix: 192.0.2.3/32
Source L4 port:: 200
I P protocol: tcp
ACL type: |3v4
Ordinal: 2 Priority: 1502
Mat ch:
Source | Pv4 prefix: 192.0.2.3/32
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Source L4 port:: 300
I P protocol: tcp
ACL type: |3v4
Odinal: 5 Priority: 1502

Validating FlowSpec ACLs:

In forwarding, the FlowSpec rules can be validated using the "show acl rule <...>"
command as shown in the example below:

supervi sor @t bri ck>LEAFO1: op> show acl rule bgp-fl owspec-
b9342f f c0d1f 7153ac561b564947a9457b1083f 57f a5¢cb10
Rul e: bgp-fl owspec-b9342f f c0d1f 7153ac561b564947a9457b1083f 57f a5cb10
ACL type: |3v4
Odinal: O Priority: 1501
Mat ch:
Di rection: ingress
Destination | Pv4 prefix: 203.0.113.0/24
Acti on:
Stats enabl ed: True
Drop: True
Resul t:
ACL Handl e: 93
Statistics:

Units Tot al Accept ed Dr opped

Packet s 45 0 45

Byt es 11700 0 11700
2.4. 1S-IS

2.4.1. I1S-IS Overview

IS-IS, or Intermediate System to Intermediate System, is an open standard routing
protocol. ISO published the standard as a way to route datagrams as part of their
OSlI stack. IETF later republished the standard, and added IP route support.

It is a link-state routing protocol, similar to OSPF. It forms neighbor adjacencies,
has areas, exchanges link-state packets, builds a link-state database and runs the
Dijkstra SPF algorithm to find the best path to each destination, which is installed
in the routing table.

Segment Routing

IS-IS in RBFS supports segment routing based on RFC 8667. IS-IS segment routing
extensions allow to advertise labels with prefixes.
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6 ‘ RFC and draft compliance are partial except as specified.
RBFS currently supports the following IS-IS segment routing features:

« MPLS data plane

* IPv4 prefixes (TLV 135) and IPv6 prefixes (TLV 236)

* Prefix SID with node flag (Node SID) on loopback interface
+ Anycast SID

+ A single global SRGB block

+ Adjacency SIDs

IS-IS Flood Filter Configuration

In IS-1S, by default all routers flood link-state packets, so that all routers will have a
complete topology view. IS-IS flood filters allow to modify this behavior and limit
the exchange of LSPs. For example, if two spine routers in a spine/leaf fabric are
symmetrically connected to two upstream label-switch routers (LSR) like shown in
the figure below, you can use a flood filter to not advertise LSPs learned from LSR
A back to the LSR B via the second spine switch.

The flooding filter configuration is part of the global configuration hierarchy and
therefore you can configure filtering globally, i.e. not per instance, so that the filter
configurations can be reused across instances.

Supported Platforms

Not all features are necessarily supported on each hardware platform. Refer to the
Platform Guide for the features and the sub-features that are or are not supported
by each platform.
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2.4.2. IS-IS Configuration

Configuration Hierarchy

The diagram below illustrates the IS-IS configuration hierarchy.

[ RtBrick Configuration \

—[ Instance Configuration ]

I15-1S Instance Configuration
I15-1S Authentication Configuration

IS-IS Address Family Configuration

IS-1S Redistribution Configuration

IS-IS Segment Routing Configuration
IS-1S Interface Configuration

: : :
IS-1S Interface Level Configuration
I5-1S Interface Segment Routing Configuration
4[ Global Configuration ]

—[ Global Protocol Configuration ]

IS-IS Flood Filter Configuration

Configuration Syntax and Commands

The following sections describe the IS-IS configuration syntax and commands.

Instance Configuration

The instance configuration hierarchy includes parameters that are required for or
used by IS-IS.

Syntax:
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set instance <instance-name> protocol isis <attribute> <value>

Attribute
<name>

area <area>

authentication <...>

holding-time <holding-
time>

hostname <hostname>

ignore-attached-bit
[true/false]

interface <...>

ipv6-disable [true/false]

[level-1/level-2] address-
family <...>

level1-to-level2 route-leak

[enable/disable]

Description
Name of the IS-IS instance

IS-IS area-address. The area can be represented in 1,
3, 5, 13 bytes format.

Specifies the authentication scheme for IS-IS. Refer to
section 2.2.1.1 for the IS-IS authentication
configuration details.

Specifies how long a neighbor should consider this
routing device to be operative without receiving
another hello packet.

Default value: 30 seconds

Range: 1 through 3,180 seconds

Specifies the hostname mapped to the system
identifier.

This configuration allows you to enable the routing
device to ignore the attached bit on incoming Level 1
link-state PDUs. If the attached bit is ignored, no
default route, which points to the routing device
which has set the attached bit, is installed.

Name of the interface. Refer to section 2.2.2 for the
interface configuration details.

Specifies whether the ipv6-disable configuration is
enabled or not. When you set this value to "true", it
indicates that IPv6 configuration is disabled.

Protocol ISIS level-1/level-2 address-family
configuration. Refer to section 2.2.1.2 for the address
family configuration details.

Specifies whether the level1-to-level2 route-leak is
enabled or not. When set to disable, IS-IS will not leak
routing information from a Level 1 area to a Level 2
area. By default, this option is enabled.
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Attribute

Isp-lifetime <Isp-lifetime>

multipath <multipath>

no-mpls-transit-path
[true/false]

overload [true/false]
router-id <router-id>

system-id <system-id>

Description

[S-IS link-state PDUs maximum lifetime, default 65535
seconds

Load sharing among multiple ISIS paths, default 256

When set to true, IS-IS will not install segment routing
transit path, default false

When set to true, IS-IS overload bit is set, default false
ISIS router identifier (ipv4 format: A.B.C.D)

Specifies the system ID of the device.

Example 1: IS-IS Instance Configuration

"systemid": "1000.9900.0001",

100,

"router-id": "198.51.100. 199",

{
"rtbrick-config:instance": [
{
"nane": "default",
"protocol ": {
"isis": {
"overload": "false",
"hol di ng-ti ne":
"area": "49.0001/24",
"host nane": "spinel",
"aut hentication": {
"level -1": {
"check": "enabl e"
}
}
}
}
}
]
}

Example 2: Disabling IS-IS Route Leaking from a Level 1 Area to a Level 2 Area

supervi sor @t bri ck>spi nel:
to-1level 2

{

cfg> show config instance default protocol isis |evel l-

"“rtbrick-config:level1-to-level 2": {

"route-leak": "disable"

}
}
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IS-IS Authentication Configuration

Syntax:

set instance <instance-name> protocol isis authentication [level-1 | level-2]

<attribute> <value>

Attribute
check [disable / enable]

key-id1 <key-id1> / key-id2
<key-id2>

key1-encrypted-text
<key1-encrypted-text> /
key2-encrypted-text
<key2-encrypted-text>

key1-plain-text <key1-
plain-text> / key2-plain-
text <key2-plain-text>

type

{

"ietf-restconf:data": {

Description

Specifies an authentication check to reject PDUs that
do not match the type or key requirements. You can
enable or disable the authentication check.

The key ID allows you to specify the key identifiers for
level-1/level-2 authentication.

Authentication key1 and key 2 encrypted text

The level-1/level-2 authentication keys specify the
authentication keys (passwords) that are used by the
neighboring routing devices to verify the authenticity
of packets sent from this interface. For the key to
work, you also must include the authentication-type
statement.

Enables you to specify the authentication scheme for
IS-IS. If you enable authentication, you must specify a
password by including the authentication-key
statement.

The following authentication types are supported:

* clear_text
*« md5
* sha1

"rtbrick-config:instance": [

{

"nanme": "default",

114



Technical Documentation: RBFS User Guides

"protocol ": {
"isis": {
<...>
"aut hentication": {
"level -1": {
"type": "nd5",

"keyl-encrypted-text":
" $239928e897b1f Of b3a97ed426db21laba36cad48479744a7c71255ee2c4e747e859"

}
3,
"interface": [
{
"nanme": "ifl-0/0/1/0",
"type": "point-to-point",
"level -1": {
"snp-aut hentication": "enable",
"hel | o-aut hentication": "disable",
"metric": 10
b
"level -2": {
"snp-aut hentication": "enable",
"hel | o-aut hentication": "disable",
"metric": 10
}
3
<...>

IS-IS Address-Family Configuration

The address-family command allows you to enable the address families that IS-IS
will route and configure settings that are specific to that address family.

Syntax:

set instance <instance-name> protocol isis [level-1 | level-2] address-family
<attribute> <value>

Attribute Description

<afi> Address family identifier (AFI). Supported values: ipv4,
ipvé

<safi> Subsequent address family identifier (SAFI).

Supported values: unicast or labeled-unicast

Configuring Route Redistribution
Syntax:

set instance <instance-name> protocol isis [level-1 | level-2] address-family
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<afi> <safi> redistribute <attribute> <value>

Attribute

<afi>

<safi>

redistribute <protocol>

redistribute <protocol>
<policy>

Description

Address family identifier (AFI). Supported values: ipv4,
ipvé6

Subsequent address family identifier (SAFI).
Supported values: unicast or labeled-unicast

Specifies the source from which the routes are to be
redistributed from. The available options include arp-
nd, bgp, bgp-local, bgp-local-origin, direct, igmp, ospf,
12tpv2, Idp, local, pim, ppp, rib, and static.

Specifies the name of the policy map. The redistribute
attach point allows routes from other sources to be
advertised by IS-IS. Policy can be applied only to the
routes that are redistributed from other sources to IS-
IS. The support for inter-level leaking through policy is
unavailable.

Example: IS-IS address-family configuration

"rtbrick-config:isis":

{

"systemid": "1000.9900.0001",

"area": "49.0001/ 24",
"host nane": "spinel",

"interface": [

{

"nane": "ifl-0/0/2/0",
"type": "point-to-point",

"level -1": {

"metric": 1000

}
}
I
"level -1": {
"address-fam |l y":
{
"afi": "ipv4d",

"safi": "unicast",

"redistribute":

{

"source":
"policy":

[

n bgpll
"filter-1ink-address"
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Segment Routing Configuration

Syntax:

set instance <instance-name> protocol isis segment-routing <attribute>
<value>

Attribute Description

srgb base <srgb base> Specifies the segment routing global block (SRGB) in
source packet routing. SRGB is used for prefix SIDs.
Supported MPLS label values are 0 - 1048575. The
reserved MPLS label range is O - 15. In RBFS, BGP uses
the label range 20000 - 100000. It is recommended to
assign label values outside of these reserved ranges
to avoid conflicts.

srgb range <srgb range>  IS-IS system range of labels from the base label.

srib base <srlb base> Specifies the segment routing local block (SRLB) in
source packet routing. SRLB is used for adjacency
SIDs.

Supported MPLS label values are 0 - 1048575. The
reserved MPLS label range is O - 15. In RBFS, BGP uses
the label range 20000 - 100000. It is recommended to
assign label values outside of these reserved ranges
to avoid conflicts.

srlb range <srlb range> IS-IS system range of labels from the base label.

Example: IS-IS Segment Routing Configuration

"rtbrick-config:isis": {
segnment -routing: {
"srgh: {
"base": 5000,
"range": 1000
}
"srlb: {
"base": 5000,
"range": 1000,
}
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Configuring IS-IS Interface

By default, there are no interfaces associated with IS-IS. You must configure at

least one IS-IS interface for IS-IS adjacency formation.

Syntax:

set instance <instance> protocol isis interface <name> <attribute> <value>

Attribute
<name>
flood-filter <flood-filter>

level-1 / level-2

Isp-interval <Isp-interval>
passive [true / false]
system-id <system-id>

type [loopback / none /
point-to-point]

|dp-synchronization
[enable / disable]

Description
Specifies the name of the IS-IS interface.
Specifies the IS-IS flood filter name

Specify IS-IS interface level configuration. Refer to
section 2.2.2.1 for the IS-IS interface level
configuration details.

IS-IS system interface LSP interval, default 100
Enable interface in passive mode, default false
Interface level system id

Specifies the type of the IS-IS system interface

Enable LDP IGP synchronization, default disable

Example 1: IS-IS Interface Configuration

"rtbrick-config:isis":

"interface": [
{
"name" :
"l sp-interval ":
}
]
}
}

{

"ifl-0/0/1/0",

200

Example 2: IS-IS Interface Level Flood Filter Configuration

"“rtbrick-config:interface": [

{

"nanme"

: "ifl-0/0/1/0",
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"flood-filter": "spinel_lsrl flood_filter"
}
]
}

Example 3: IS-IS Interface Configuration with enabled LDP synchronization

"rtbrick-config:isis": {
"interface": [
{
"nanme": "ifl-0/0/1/0",
"l sp-interval ": 200,
"1 dp- synchr oni zati on": "enabl e"
}
]
}
}

IS-IS Interface Level Configuration

Syntax:

set instance <instance> protocol isis interface <name> [level-1 | level-2]
<attribute> <value>

Attribute Description

adjacency-disable Specify the level-1/level-2 adjacency on an interface,
[true/false] default false

hello-authentication Authentication on hello packets

[disable/enable]

metric <metric> Level-1/Level-2 metric on an interface, default
1000000
snp-authentication Authentication on CSNP/PSNP packets

[enable/disable]

Example: IS-IS Interface Level Configuration

"rtbrick-config:interface": [
{
"nane": "ifl-0/0/1/0",
"l sp-interval ": 200,
"level -1": {
"snp-aut hentication": "enable",
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"hel | o-aut hentication": "enable",
"metric": 1000,
"adj acency-di sabl e": "fal se"

}
}
]
}

Interface-level Segment Routing Configuration

Syntax:

set instance <instance> protocol isis interface <name> segment-routing
<attribute> <value>

Attribute Description

segment-routing [ipv4 / Anycast index segment-ID. The prefix SIDs and
ipv6] anycast-index anycast SIDs are applied on loopback interface only.
<anycast-index>

segment-routing [ipv4 / Prefix index segment ID.
ipv6] index <index>

segment-routing point-to- Adjacency index segment-ID. The adjacency SIDs are
point [ipv4 / ipv6] applied on active IS-IS interfaces on which adjacencies
adjacency-index are established.

<adjacency-index>

Example 1: IS-IS Interface Level Segment Routing Configuration for Prefix and
Anycast SID

"rtbrick-config:instance": [

{

"name": "defaul t",
"protocol ": {
"isis": {
"interface": [
{
"nane": "l o-0/0/0"
"segment -routing": {
"ipvd": {
"i ndex": 100
},
"ipve": {
"index": 200

}
}
H
{
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"nanme": "lo-0/0/1",
"segment -routing": {
"ipvd": {
"anycast -index": 110
)i
"ipve": {
"anycast -i ndex": 210
}
}

Example 2: IS-IS Interface Level Segment Routing Configuration for Adjacency SID

{
"rtbrick-config:isis": {
"interface": [
{

"name": "ifp-0/0/1/0",

"type": "point-to-point",

"segment -routing”: {

"point-to-point": {
"ipvd": {
"adj acency-i ndex": 241
}
"ipve": {
"adj acency-index": 261
}
}
}
}
]
}
}

IS-IS Global Configuration

IS-IS Flood Filter Configuration
Syntax:

set global protocol isis flood-filter <filter-name> <ordinal> <attribute> <value>
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Attribute Description

<filter-name> Filter-name which binds a flooding filter to an IS-IS
interface

<ordinal> Number to filter rule

action [block/flood] Action required to flood or not

ordinal-name <ordinal- Name for the filter rule

name>

system-id <system-id> IS-IS instance system-id

system-id-mask <system- System ID mask on which the filter should match
id-mask>

Example: IS-IS Flood Filter Configuration

“rtbrick-config:flood-filter": [
{

"filter-name": "spinel_Isrl flood filter",
"ordinal": 1,

"ordi nal - nane": "spinel",

"systemid": "1920.0100.4001",

"action": "flood"

2.4.3. IS-IS Operational Commands

IS-IS Show Commands

The IS-IS show commands provide detailed information about the IS-IS protocol
operation and IS-IS routes.

IS-IS Overview

Syntax:

show isis overview
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Option

Description

Without any option, this command displays a
summary of all the IS-IS instances

Example: Summary view of all the IS-IS instances

supervi sor @t bri ck>spi nel:

I nstance: default
System I D: 1921. 6800. 1002
Syst em host nane: No hostn
Areas: 49.0001/ 24
Nei ghbor hold tinme: 30 se
LSP life tinme: 65535 se
Overload bit set: Fal se

op> show i sis overvi ew

ame confi gured

c

SRGB base: not defined
SRGB range: not defined
SRGB | abel val ues: not defined
SRLB base: not defined
SRLB range: not defined
SRLB | abel val ues: not defined
Aut henti cation: Level 1: none, Level 2: none
IS-IS Interface
Syntax:
show isis interface <option>
Option Description
- Without any option, this command displays a
summary of all the IS-IS interfaces
instance Displays IS-IS interface information for an instance
statistics Displays IS-IS interface statistics information
detail Displays detailed output for all interfaces.

Example 1: Summary view of the IS-IS interfaces

supervi sor @t bri ck>spi nel:

I nstance: default
Interface Level
| 0-0/0/4/1 1
ifl-0/1/2/12 1
ifl-0/1/6/16 1

op> show isis interface

Adj acencies Metric Type
0 1000000 | oopback
0 1000000 poi nt -t o- poi nt
0 1000000 poi nt -t 0- poi nt

Passi ve
True
Fal se
Fal se
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Example 2: Summary view of the IS-IS interfaces for a specific instance

supervi sor @t bri ck>spi nel: op> show isis interface instance default
I nstance: default

Interface Level Adj acenci es Metric Type Passi ve
| 0-0/0/4/1 1 0 1000000 | oopback True
ifl-0/1/2/12 1 0 1000000 poi nt -t 0- poi nt Fal se
ifl-0/1/6/16 1 0 1000000 poi nt -t 0- poi nt Fal se

Example 3: Summary view of the IS-IS interfaces for a specific interface

supervi sor @t bri ck>spi nel: op> showisis interface ifl-0/1/6/16
I nstance: default
Interface: ifl-0/1/6/16, Level: 1
Type: point-to-point, Passive: Fal se
Metric: 1000000
Adj acencies: 1
CNSP: In: 24 Qut: 34 Success: 24 Fail: O
PSNP: In: 8 Qut: 10 Success: 5 Fail: 1
LSP: In: 14 Qut: 11 Success: 11 Fail: 2 In Purge: 0 In Auth Fail: 2
I'H  In: 121 CQut: 163

Example 4: Summary view of the IS-IS interface statistics

supervi sor @t bri ck>spi nel: op> showisis interface statistics
I nstance: default

I nterface Level CSNP In CSNP Qut CSNP Fail PSNP In PSNP Qut PSNP Fai
LSP In LSP Qut LSP Fail IIHIn |IIH CQut

| 0-0/0/4/1 1 0 0 0 0 0 0 0
0 0 0 0

ifl-0/1/2/12 1 32 32 0 9 6 1 9
10 0 117 138

ifl-0/1/6/16 1 22 32 0 6 6 1 9
8 0 115 138

Example 5: Detailed output of the IS-IS interface

supervi sor @t bri ck>spi nel: op> show isis interface detai
I nstance: default
Interface: 10-0/0/0/0, Level: 1
Type: | oopback, Passive: True
Metric: 1000000
Adj acencies: 0
CNSP: In: O Qut: O Success: O Fail: O
PSNP: In: O Qut: O Success: 0 Fail: 0
LSP: In: O Qut: O Success: 0 Fail: O
I'H In: O Qut: O
I nstance: default
Interface: ifl-0/0/0/0, Level: 1
Type: point-to-point, Passive: False
Metric: 1000000
Adj acencies: 1

In Purge: O In Auth Fail: O
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CNSP: In: 3020 CQut: 3020 Success: 3020 Fail: O

PSNP: In: 2 Qut: 2 Success: 2 Fail: 0

LSP: In: 2 Qut: 2 Success: 2 Fail: O In Purge: O In Auth Fail: 0O
IIH  In: 5589 Qut: 5600

IS-IS Neighbor

Syntax:

show isis neighbor <option>

Option Description

- Without any option, this command displays a
summary of all the IS-IS neighbors

detail Displays detailed information for IS-IS neighbor

instance Displays IS-IS neighbor information for an instance

Example 1: Summary view of the IS-IS neighbor

supervi sor @t bri ck>spi nel: op> show i sis nei ghbor
I nstance: default

Interface Syst em Level State Type Up since
Expi res

ifl-0/1/2/12 1920.0100.4002.00 L1 Up P2P Mon Nov 02 06: 18: 36 in
28s 228094us

ifl-0/1/6/16 1920.0000.0006.00 L1 Up P2P Mon Nov 02 06: 18: 30 in

24s 420225us

Example 2: Detailed view of the IS-IS neighbor

super vi sor @1l- STD- 17-1703: cfg> show i si s nei ghbor detail
I nstance: ip2vrf
System isr6, Interface: ifl-0/0/2/0
State: Up, Level: L1, Adjacency type: P2P
Hol ding tine: 30.0s, Expiry tinme: in 25s 332949us
Local |Pv4 address: 198.51.100.27, Renote |Pv4 address: 198.51.100. 28
Local |Pv6 address: 2001:db8:0:76::, Renpte |Pv6 address: 2001:db8:0: 34::
| Pv4 Adj acency SID: 11116, |Pv6 Adjacency SID: 11117
Up since: Wed Feb 16 04:46:25 GMI' +0000 2022, Last down reason: Adm n reset
Last transition: 2022-02-16T04: 46: 25. 300144+0000, Nunber of transitions: 14
Error counters:
Level mismatch: 0, Area mismatch: 0, SystemID: 0, Subnet mismatch: O
Hold tineout: 3, Neighbor down: O, Interface down: 0, Admin reset: 1
Interface configuration: 0, Area configuration: 0, Oher: 0O

Example 3: Summary view of the IS-IS neighbor for the specified instance
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supervi sor @t bri ck>spi nel: op> show isis neighbor instance default
I nstance: default

Interface System Level State Type Up since
Expi res

ifl-0/1/2/12 1920.0100.4002.00 L1 Up P2P Mon Nov 02 06:18: 36
28s 678329us

ifl-0/1/6/16 1920.0000.0006.00 L1 Up P2P Mon Nov 02 06:18: 30

28s 88085us
supervi sor @t bri ck>spi nel: op>

Example 4: Detailed view of the IS-IS neighbor for the specified instance

supervi sor @t bri ck>spi nel: op> show isis neighbor instance default detail
I nstance: default
System 1920.0100. 4002. 00, Interface: ifl-0/1/2/12
State: Up, Level: L1, Adjacency type: P2P
Hol ding tinme: 30.0s, Expiry time: in 21s 706586us
Local |Pv4 address: 198.51.100.22, Renpte | Pv4 address: 198.51.100.21
Local |Pv6 address: 2001:db8:0:110::, Renpte |Pv6 address: 2001: db8: 0: 3433::
Up since: Mon Nov 02 06:18:36 GMI' +0000 2020, Last down reason: NA
Last transition: 2020-11-02T06: 18: 36. 947601+0000, Nunber of transitions: 2
Error counters:
Level m smatch: 0, Area mismatch: 0, SystemID: 0, Subnet mismatch: 0
Hold tineout: O, Neighbor down: 0O, Interface down: 0, Admin reset: 0O
Interface configuration: 0, Area configuration: 0, Gher: 0O
System 1920. 0000. 0006. 00, Interface: ifl-0/1/6/16

State: Up, Level: L1, Adjacency type: P2P
Hol ding time: 30.0s, Expiry tine: in 22s 832756us
Local |Pv4 address: 198.51.100.100, Renote |Pv4 address: 198.51.100.101
Local |Pv6 address: 2001:db8:0:10::, Renote |Pv6 address: 2001: db8: 0: 6843::
Up since: Mon Nov 02 06:18: 30 GMI +0000 2020, Last down reason: NA
Last transition: 2020-11-02T06: 18: 30. 356111+0000, Nunber of transitions: 2
Error counters:
Level mismatch: 0, Area mismatch: 0, SystemID: 0, Subnet nmismatch: O
Hold tineout: O, Neighbor down: O, Interface down: 0, Admin reset: O
Interface configuration: 0, Area configuration: 0, Oher: 0

IS-IS Hostname

Syntax:

show isis hostname

Option Description

- Without any option, this command displays a
summary of all the IS-IS dynamic hostnames

Example: Summary view of IS-IS hostnames

supervi sor @t bri ck>spi nel: op> show isis hostnane
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I nst ance System | D Host nane
def aul t 1920. 0100. 4001 spi nel
supervi sor @t bri ck>spi nel: op>

IS-IS Database

Syntax:

show isis database <option>

Option Description

- Without any option, this command displays all the IS-
IS databases

detail Displays detailed information for IS-IS database
instance Displays IS-IS database information for an instance
Isp <Isp-id> Displays a summary of IS-IS database for the specified

LSP ID. This command includes an option for entering
the system ID part either by hostname or by ID.

[level-1/level-2] Isp Displays a summary of IS-IS database LSP information
for specified level

system <system-id> Displays a summary of IS-IS database for all LSPs from
a system
[level-1/level-2] system Displays a summary of IS-IS database for all LSPs from

a system on the specified level.

[level-1/level-2] detail Displays detailed information for the specified level
Example 1: Summary view of the IS-IS Database

super vi sor @l- STD- 7- 7001>bnD1-tst.fsn.rtbri ck. net: op> show isis database
| nstance: default, Level: 1

LSP | D Sequence Checksum Lifetime Overl oad Att ached
1921. 6800. 1002. 00- 00 0x3 0x9561 65535 0 0
1921. 6800. 1005. 00- 00 0x2 0x499b 65535 0 0

| nstance: default, Level: 2
LSP | D Sequence Checksum Lifetime Overl oad Att ached
1921. 6800. 1002. 00- 00 0x4 0x531a 65535 0 0

Example 2: Summary view of the IS-IS database for the specified LSP

supervi sor @t bri ck>spi nel: op> show isis database |sp 1920. 0100. 4001. 00- 00
| nstance: default, Level: 1
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LSP | D: 1920. 0100. 4001. 00- 00
Interface:
LSP Header:
Sequence: 0xc
Checksum 0x9c74
Rermaining lifetime: 65535 seconds
Fl ags: Attached: 0, Overload: O
Packet :
Lengt h: 168 bytes
Last received tine: 2020-11-02TO06: 46: 46. 473726+0000
Expiry: expires in 17h 52m 34s 950743us
Dynam ¢ Host name TLV: spinel
Protocol s Supported TLVs:
Net work | ayer protocol 1D |Pv6
Net work | ayer protocol 1D |Pv4
Area Address TLVs:
Area address: 49.0001
Aut henti cation TLV:
Val ue: 77b259cb36930819b0abb6120ceee2f d
IS Reachability TLVs:
I S nei ghbor: 1920. 0000. 0006. 00
I S nei ghbor: 1920.0100. 4002. 00
| Pv4 Reachability TLVs:

| Pv4 prefix: 198.51.100. 100/ 24 Metric:
Up

| Pv4 prefix: 198.51.100. 22/ 24 Metric:
Up

I Pv4 prefix: 198.51.100.41/24 Metric:

Up SI D 1 Fl ags: Node

| Pv6 Reachability TLVs:

| Pv6 prefix: 2001:db8:0:41::/32 Metric:
Up

Segment Routing TLVs:

SRGB: Base: 10000, Range: 2000

I nstance: default, Level: 2
LSP | D: 1920. 0100. 4001. 00- 00

Interface:

LSP Header:

Sequence: 0x12

Checksum 0x6407

Remai ning lifetime: 65535 seconds

Fl ags: Attached: 0, Overload: O

Packet :

Lengt h: 247 bytes

Last received tine: 2020-11-02TO06: 47: 06. 466723+0000

Expiry: expires in 17h 52m 54s 889789us

Dynam ¢ Hostnane TLV: spinel

Protocol s Supported TLVs:

Net work | ayer protocol ID |Pv6

Net work | ayer protocol 1D |Pv4d

Area Address TLVs:

Area address: 49.0001

Aut henti cation TLV:

none

I'S Reachability TLVs:

| Pv4 Reachability TLVs:

| Pv4 prefix: 198.51.100. 100/ 24 Metric:
Up

| Pv4 prefix: 198.51.100. 30/ 24 Metric:
Up

I Pv4 prefix: 198.51.100. 20/ 24 Metric:

1000000

1000000

1000000

1000000

1000000

2000000

2000000

I nt er nal

I nt er nal

I nt er nal

I nt er nal

I nt er nal

I nt ernal

I nt er nal
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I Pv4 prefix: 198.51.100. 21

| Pv4 prefix: 198.51.100. 22

198. 51. 100. 26
Fl ags:
198. 51. 100. 41
Fl ags:

| Pv4 prefix:
S| D 6

| Pv4 prefix:
SI D 1

I Pv4 prefix: 198.51.100. 42
SI D 2 Fl ags:

| Pv6 Reachability TLVs:

| Pv6 prefix: 2001:db8:0: 41

s § § § § §

&

| Pv6 prefix: 2001: db8:0: 42

&

Segment Routing TLVs:
SRGB: Base: 10000, Range:

/24

/24

/24

Re- adverti senent,

/24

Re- adverti senent,

/24

Re- adverti senent,

11132

11132

2000

Node

Node

Node

Metric:

Metric:

Metric:

Metric:

Metric:

Metric:

Metric:

Example 3: Detailed view of the IS-IS database for level-1

supervi sor @t bri ck>spi nel:

I nstance: default, Level: 1
LSP I D: 1920. 0100. 4001. 00- 00
I nterface:
LSP Header:
Sequence: 0xc

Checksum 0x9c74

Rermai ning lifetime: 65535
Fl ags: Attached: 0, Overlo
Packet :
Lengt h:
Last
Expiry:
Dynam ¢ Hostnane TLV: spin
Protocol s Supported TLVs:

Net wor k | ayer protocol |D:
Net wor k | ayer protocol |ID:
Area Address TLVs:

Area address: 49.0001

Aut hentication TLV:

168 bhytes

Val ue:

I'S Reachability TLVs:

I'S nei ghbor: 1920. 0000. 000

I'S nei ghbor: 1920.0100. 400

| Pv4 Reachability TLVs:

I Pv4 prefix: 198.51.100. 10
Up

| Pv4 prefix: 198.51.100. 22
Up

| Pv4 prefix: 198.51.100.41
Up SI D 1 Fl ags: Node

| Pv6 Reachability TLVs:
| Pv6 prefix: 2001: db8:0: 41

Segment Routing TLVs:
SRGB: Base: 10000, Range:
LSP I D: 1920. 0100. 4002. 00- 00
Interface: ifl-0/1/2/12

seconds
ad: 0

el

| PV6
| Pv4

77b259¢ch36930819b0abb6120ceee2f d

6. 00
2.00

0/ 24

/24

/24

1132

2000

received tine: 2020-11-02TO06: 46: 46. 473726+0000
expires in 17h 50m 31s 759013us

Metric:

Metric:

Metric:

Metric:

2000000

1000000

2000000

1000000

2000000

1000000

2000000

op> show i si s database | evel -1 detail

1000000

1000000

1000000

1000000

| nt er nal

I nt er nal

I nt er nal

I nt er nal

I nt er nal

I nt er nal

I nt er nal

I nt er nal

I nt er nal

| nt er nal

| nt er nal
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LSP Header:

Sequence: 0x9

Checksum 0x89a6

Remai ning |lifetine: 65534 seconds

Fl ags: Attached: 0, Overload: O

Packet :

Lengt h: 149 bytes

Last received time: 2020-11-02T06: 45: 59. 814186+0000
Expiry: expires in 17h 49m 44s 99010us
Dynam ¢ Host nane TLV: none

Prot ocol s Supported TLVs:

Net wor k | ayer protocol ID: |Pv6

Net work | ayer protocol 1D |Pv4

Area Address TLVs:

Area address: 49.0001

Aut henti cation TLV:

Val ue: 5892f 2d37d7f 23abcf ch48466276659¢c
IS Reachability TLVs:

I'S nei ghbor: 1920.0100. 4001. 00

| Pv4 Reachability TLVs:

| Pv4 prefix: 198.51.100. 30/ 24 Metric: 1000000 I nt er nal Up
| Pv4 prefix: 198.51.100. 22/ 24 Metric: 1000000 I nt er nal Up
| Pv4 prefix: 198.51.100. 42/ 24 Metric: 1000000 I nt er nal Up
SI D 2 Fl ags: Node
| Pv6 Reachability TLVs:
| Pv6 prefix: 2001:db8:0:42::/32 Metric: 1000000 I nt er nal Up
Segnment Routing TLVs:
SRGB: Base: 70000, Range: 2000
Example 4: Summary view of the IS-IS database for the specified instance
supervi sor @t bri ck>spi nel: op> show isis database instance default
Instance: default, Level: 1
LSP I D Sequence Checksum Lifetime Expiry Over | oad At t ached
1920. 0000. 0006. 00- 00 Oxa 0x8beb 65534 in 17h 44m 13s 390502us 0 0
1920. 0000. 0007. 00- 00 0x5 Oxdf bb 65533 in 17h 15m 49s 869683us 0 0
1920. 0000. 0008. 00- 00 0x6 0x76f 3 65533 in 17h 15m 51s 959359us 0 0
1920. 0000. 0009. 00- 00 0x6 0x5b18 65533 in 17h 15m 51s 667570us 0 0
spi nel. 00- 00 Oxc 0x9c74 65535 in 17h 43m 55s 63659us 0 0
1920. 0100. 4002. 00- 00 0x9 0x89a6 65534 in 17h 43m 7s 403686us 0 0
I nstance: default, Level: 2
LSP ID Sequence Checksum Lifetinme Expiry Over| oad Att ached
spi nel. 00- 00 0x12 0x6407 65535 in 17h 44m 15s 21189us 0 0

Example 5: Summary view of the IS-IS database for the specified instance and LSP

supervi sor @t bri ck>spi nel: op> show isis database i nstance default |sp
1920. 0100. 4001. 00- 00
I nstance: default, Level: 1
LSP | D: 1920. 0100. 4001. 00- 00
Interface:
LSP Header:
Sequence: 0xc
Checksum 0x9c74
Remai ning |lifetine: 65535 seconds
Fl ags: Attached: 0, Overload: O
Packet :
Lengt h: 168 bytes
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Last received tine: 2020-11-02TO06: 46: 46. 473726+0000
Expiry: expires in 17h 52m 34s 950743us
Dynam ¢ Hostname TLV: spinel

Protocol s Supported TLVs:

Net wor k | ayer protocol ID: |Pv6

Net wor k | ayer protocol 1D |Pv4d

Area Address TLVs:

Area address: 49.0001

Aut henti cation TLV:

Val ue: 77b259cb36930819b0abb6120ceee2f d
I'S Reachability TLVs:

I S nei ghbor: 1920. 0000. 0006. 00

I' S nei ghbor: 1920. 0100. 4002. 00

| Pv4 Reachability TLVs:

| Pv4 prefix: 198.51.100.100/24 Metric: 1000000 I nt er nal Up
| Pv4 prefix: 198.51.100.22/24 Metric: 1000000 I nt er nal Up
| Pv4 prefix: 198.51.100.41/24 Metric: 1000000 I nt er nal Up

SI D 1 Fl ags: Node
| Pv6 Reachability TLVs:
| Pv6 prefix: 2001:db8:0:41::/32 Metric: 1000000 I nt er nal Up

Segment Routing TLVs:

SRGB: Base: 10000, Range: 2000

| nstance: default, Level: 2

LSP | D: 1920. 0100. 4001. 00- 00

Interface:
LSP Header:
Sequence: 0x12
Checksum 0x6407
Remaining lifetinme: 65535 seconds
Fl ags: Attached: 0, Overload: O
Packet :
Lengt h: 247 bytes
Last received tine: 2020-11-02TO06: 47: 06. 466723+0000
Expiry: expires in 17h 52m 54s 889789us
Dynam ¢ Hostname TLV: spinel
Protocol s Supported TLVs:
Net work | ayer protocol ID: |Pv6
Net wor k | ayer protocol 1D |Pv4d
Area Address TLVs:
Area address: 49.0001
Aut henti cation TLV:
none
I'S Reachability TLVs:
| Pv4 Reachability TLVs:

| Pv4 prefix: 198.51.100.100/ 24 Metric: 1000000 I nt er nal Up

| Pv4 prefix: 198.51.100. 30/ 24 Metric: 2000000 I nt er nal Up

| Pv4 prefix: 198.51.100. 20/ 24 Metric: 2000000 I nt er nal Up

| Pv4 prefix: 198.51.100.21/24 Metric: 2000000 I nt er nal Up

| Pv4 prefix: 198.51.100.22/24 Metric: 1000000 I nt er nal Up

| Pv4 prefix: 198.51.100. 26/ 24 Metric: 2000000 I nt er nal Up
SI D 6 Fl ags: Re-advertisenent, Node

| Pv4 prefix: 198.51.100.41/24 Metric: 1000000 I nt er nal Up
SI D 1 Fl ags: Re-advertisenent, Node

| Pv4 prefix: 198.51.100. 42/ 24 Metric: 2000000 I nt er nal Up
S| D: 2 Fl ags: Re-advertisenment, Node

| Pv6 Reachability TLVs:

| Pv6 prefix: 2001:db8:0:41::/32 Metric: 1000000 I nt er nal Up

| Pv6 prefix: 2001:db8:0:42::/32 Metric: 2000000 I nt er nal Up

Segnment Routing TLVs:
SRGB: Base: 10000, Range: 2000
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IS-IS Route

Syntax:

show isis route <option>

Option

instance

<afi> <safi>

Description

Without any option, this command displays a
summary of the IS-IS route information

Displays IS-IS route information for an instance

Routing information for the specified AFI/SAFI.
Supported SAFI values are 'unicast' and 'labeled-
unicast'.

Example 1: Summary view of the IS-IS routes

super vi sor @t bri ck>spi nel:
Instance: default, AFI: ipv4, SAFI
Prefix Level
198. 51.
198. 51.
198. 51.
198. 51.
198. 51.
198. 51.
198. 51.
198. 51.
I nst ance:
Prefix
198. 51.
198. 51.
I nst ance
Prefix
2001: db8: 0: 41::/32
2001: db8: 0: 42::/32

100.
100.
100.
100.
100.
100.

100/ 24
30/ 24
20/ 24
21/ 24
22/ 24
26/ 24
100. 41/ 24
100. 42/ 24
defaul t,

I = W = =S

1

i pv4, SAFI:
Level
1
1

i pv6, SAFI:
Level

AFI :

100. 26/ 24
100. 42/ 24

defaul t, AFI:

op> show isis route

Example 2: Summary view of the IS-IS routes for the specified instance

supervi sor @t bri ck>spi nel:
I nstance: default, AFI
Prefix
198. 51.
198. 51.
198. 51.
198. 51.
198. 51.
198. 51.
198. 51.
198. 51.
I nst ance:
Prefix
198. 51.
198. 51.
I nst ance
Prefix

i pv4, SAFI:
Level
100.
100.
100.
100.
100.
100.

100/ 24
30/ 24
20/ 24
21/ 24
22/ 24
26/ 24
100. 41/ 24
100. 42/ 24
defaul t,

= N = W= S

1

i pv4, SAFI:
Level
1
1

i pv6, SAFI:
Level

AFI

100. 26/ 24
100. 42/ 24

defaul t, AFI:

uni cast
Metric Type Next Hop Interface
1000000 Internal n/a | ocal
2000000 Internal 198.51.100. 21 ifl-0/1/2/12
2000000 Internal 198.51.100. 101 ifl-0/1/6/16
2000000 Internal 198.51.100. 101 ifl-0/1/6/16
1000000 Internal n/a | ocal
2000000 Internal 198.51.100. 101 ifl-0/1/6/16
1000000 Internal n/a | ocal
2000000 Internal 198.51.100. 21 ifl-0/1/2/12
| abel ed- uni cast
Metric SID I ndex Next Hop Interface Labe
2000000 6 198. 51. 100. 101 ifl-0/1/6/16 10006
2000000 2 198. 51. 100. 21 ifl-0/1/2/12 10002
uni cast
Metric Type Next Hop Interface
1 1000000 Internal n/a | ocal
1 2000000 Internal 2001:db8:0:3433:: ifl-0/1/2/12
op> show i sis route instance default
uni cast
Metric Type Next Hop Interface
1000000 Internal n/a | ocal
2000000 Internal 198.51.100. 21 ifl-0/1/2/12
2000000 Internal 198.51.100. 101 ifl-0/1/6/16
2000000 Internal 198.51.100. 101 ifl-0/1/6/16
1000000 Internal n/a | oca
2000000 Internal 198.51.100. 101 ifl-0/1/6/16
1000000 Internal n/a | oca
2000000 Internal 198.51.100. 21 ifl-0/1/2/12
| abel ed- uni cast
Metric SID I ndex Next Hop Interface Labe
2000000 6 198. 51. 100. 101 ifl-0/1/6/16 10006
2000000 2 198. 51. 100. 21 ifl-0/1/2/12 10002
uni cast
Metric Type Next Hop Interface
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2001: db8: 0: 41::/32 1 1000000 Internal n/a | ocal
2001: db8: 0: 42::/32 1 2000000 Internal 2001:db8:0:3433:: ifl-0/1/2/12

Example 3: Summary view of the IS-IS routes for the specified instance and
address family (IPv4 unicast).

supervi sor @t bri ck>spi nel: op> show isis route instance default ipv4 unicast
I nstance: default, AFI: ipv4, SAFl: unicast

Prefix Level Metric Type Next Hop Interface
198. 51. 100. 100/ 24 1 1000000 Internal n/a | ocal

198. 51. 100. 30/ 24 1 2000000 Internal 198.51.100.21 ifl-0/1/2/12
198. 51. 100. 20/ 24 1 2000000 Internal 198.51.100.101 ifl-0/1/6/16
198. 51. 100. 21/ 24 1 2000000 I nt er nal 198. 51. 100. 101 ifl-0/1/6/16
198. 51. 100. 22/ 24 1 1000000 Internal n/a | ocal

198. 51. 100. 26/ 24 1 2000000 Internal 198.51.100.101 ifl-0/1/6/16
198. 51. 100. 41/ 24 1 1000000 Internal n/a | ocal

198. 51. 100. 42/ 24 1 2000000 I nt er nal 198. 51. 100. 21 ifl-0/1/2/12

Example 4: Summary view of the IS-IS routes for the specified instance and
address family (IPv4 labeled-unicast).

supervisor@tbrick>spi nel: op> show isis route instance default ipv4 | abel ed-unicast

I nstance: default, AFl: ipv4, SAFI: | abel ed-unicast
Prefi x Level Metric SI D | ndex Next Hop Interface Label
198. 51. 100. 26/ 24 1 2000000 6 198. 51. 100. 101 ifl-0/1/6/16 10006
198. 51. 100. 42/ 24 1 2000000 2 198. 51. 100. 21 ifl-0/1/2/12 10002

Example 5: Summary view of the IS-IS routes for the specified instance and
address family (IPv6 unicast).

supervi sor @t bri ck>spi nel: op> show isis route instance default ipv6 unicast
Instance: default, AFlI: ipv6, SAFI: unicast

Prefix Level Metric Type Next Hop Interface
2001: db8: 0: 41::/32 1 1000000 Internal n/a | ocal
2001: db8: 0:42::/32 1 2000000 Internal 2001:db8:0:3433:: ifl-

0/ 1/ 2/ 12

IS-IS Segment Routing

Syntax:

show isis segment-routing <option>

Option Description
global-block Displays Segment routing global block (SRGB)
information
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Option

global-block instance
<instance>

label-binding

label-binding instance
<instance>

prefix-segment

prefix-segment <instance>

adjacency-segment

Description

Displays Segment routing global block (SRGB)
information for the specified instance

Displays the IS-IS segment routing label bindings
information

Displays the IS-IS segment routing label bindings for
the specified instance

Displays the IS-IS prefix segments information

Displays the IS-IS prefix segments for the specified
instance

Displays the IS-IS segment routing adjacency SIDs

Example 1: Summary view of the IS-IS segment routing global block

supervi sor @t bri ck>spi nel:
I nstance: default, Level: 1
System
isrl
isr2
isr5
isré
I nstance: default, Level: 2
System
isr2
isr3
isrd
isr5

op> show i sis segnent-routing global -bl ock

SRGB Base
1000
2000
5000
6000

SRGB Base
2000
3000
4000
5000

SRGB Range

1000
1000
1000
1000

SRGB Range

1000
1000
1000
1000

Example 2: Summary view of the IS-IS segment routing label binding

supervi sor @t bri ck>spi nel:
I nstance: default, Level: 1
System
Fl ags
isrl
None
isr2
None
I nstance: default, Level: 2
System
Fl ags
isr2
Re- adverti senment
isrb
Re- adverti senment
isr5

op> show i sis segnment-routing |abel-binding

Prefix

198. 51.

198. 51.

Prefix

198. 51.

198. 51.

198. 51.

100.

100.

100.

100.

100.

81/ 24

71/ 24

81/ 24

81/ 24

71/ 24

Range
3

3

Range

SI D

10

20

SID

10

10

20
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Re- adverti senment

Example 3: Summary view of the IS-IS segment routing prefix segment

supervi sor @t bri ck>spi nel:

I nstance: default, Level:
System

Fl ags
isrl

Node
isrl

Node
isr2

Node
isr2

Node

I nst ance:
System

Fl ags
isr2

adverti senent,
isr2

Node
isr2

adverti senment,
isr2

adverti senment,
isr2

adverti senment,

default, Level:

Node

Node

Node

Node

Prefix

198. 51. 100.

2001: db8: 0:

198. 51. 100.

2001: db8: 0:

Prefix

198. 51. 100.

198. 51. 100.

198. 51. 100.

198. 51. 100.

2001: db8: 0:

op> show i sis segnent-routing prefix-segnment

SID

90/ 24 100
10::/32 102
91/ 24 200
11::/32 202

SID
90/ 24 100 Re-
91/ 24 200
92/ 24 500 Re-
93/ 24 600 Re-
10::/32 102 Re-

Example 4: Summary view of the IS-IS segment routing adjacency-segment

super vi sor @1l1- STD-17-1703:

I nst ance: Level :
System
isrl
isrl

Per si st ent
isr2

| nst ance:
System

i p2vrf,

i p2vrf, Level:

IS-IS SPF

Syntax:

show isis spf <option>

Option

result

1

2

cfg> show i sis segnment-routing adjacency-segnent

Label Fl ags
11116 Val ue, Local, Persistent
11117 | pv6 Encapsul ati on, Val ue, Local,
11112 Val ue, Local, Persistent
Label Fl ags
Description

Displays a summary of the IS-IS SPF results
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Option Description

result <instance> Displays a summary of the IS-IS SPF results for the

specified instance

result [level-1/level2] Displays a summary of the IS-IS SPF results for the

specified level.
Example 1: Summary view of the IS-IS SPF result

supervi sor @t bri ck>spi nel: op> show isis spf result

I nstance: default, Level: 1
Desti nati on Node Metric Nei ghbor Node Interface Next hop  Address
1920. 0000. 0006. 00 1000000 1920. 0000. 0006. 00 ifl-0/1/6/16 |Pv4 198. 51. 100. 101
1920. 0000. 0006. 00 ifl-0/1/6/16 |Pv6 2001: db8: 0: 6843:
1920. 0100. 4001. 00 0 | oca
1920. 0100. 4002. 00 1000000 1920. 0100. 4002. 00 ifl-0/1/2/12 | Pv6 2001: db8: 0: 3433:

1920. 0100. 4002. 00 ifl-0/1/2/12 |1Pv4 198. 51. 100. 21

| nst ance: default, Level: 2
Destinati on Node Metric Nei ghbor Node Interface Next hop  Address
1920. 0100. 4001. 00 0 | ocal

Example 2: Summary view of the IS-IS SPF result for level-1

supervi sor @t bri ck>spi nel: op> show isis spf result level-1

Instance: default, Level: 1
Desti nation Node Metric Nei ghbor Node Interface Next hop Addr ess
1920. 0000. 0006. 00 1000000 1920. 0000. 0006. 00 ifl-0/1/6/16 | Pv4 198.51. 100. 101

1920. 0000. 0006. 00 ifl-0/1/6/16 | Pv6 2001: db8: 0: 6843:
1920. 0100. 4001. 00 0 | ocal
1920. 0100. 4002. 00 1000000 1920. 0100. 4002.00 ifl-0/1/2/12 | Pv6 2001: db8: 0: 3433:
1920. 0100. 4002. 00 ifl-0/1/2/12 | Pv4 198. 51. 100. 21
Example 3: Summary view of the IS-IS SPF result for level-2

supervi sor @t bri ck>spi nel: op> show isis spf result |evel-2

I nstance: default, Level: 2
Desti nati on Node Metric Nei ghbor Node Interface Next hop Addr ess
1920. 0100. 4001. 00 0 | oca

Example 4: Summary view of the IS-IS SPF result of a specific instance for level-1

supervi sor @tbri ck>spi nel: op> show isis spf result instance default level-1

| nst ance: default, Level: 1
Desti nati on Node Metric Nei ghbor Node Interface Next hop  Address
1920. 0000. 0006. 00 1000000 1920. 0000. 0006.00 ifl-0/1/6/16 | Pv4 198. 51.100. 101
1920. 0000. 0006.00 ifl-0/1/6/16 | Pv6 2001: db8: 0: 6843:
1920. 0100. 4001. 00 0 | ocal
1920. 0100. 4002. 00 1000000 1920. 0100. 4002.00 ifl-0/1/2/12 | Pv6 2001: db8: 0: 3433:
1920. 0100. 4002.00 ifl-0/1/2/12 | Pv4 198. 51. 100. 21

Example 5: Summary view of the IS-IS SPF result of a specific instance for level-2
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supervi sor @t bri ck>spi nel: op> show isis spf result instance default |evel-2

I nstance: default, Level: 2
Desti nati on Node Metric Nei ghbor Node Interface Next hop Addr ess
1920. 0100. 4001. 00 0 | ocal

IS-IS Clear Commands

Clear commands allow to reset operational states.

IS-IS Interface

Syntax:

clear isis interface <option> ...

Option Description

statistics Clears the statistics of all IS-IS interfaces.

Example: The example below shows how to clear IS-IS interface statistics.

supervi sor @t bri ck>spi nel: op> clear isis interface statistics

IS-IS Neighbor

Syntax:

clear isis neighbor <option> ...

Option Description
neighbor Clears neighbors of the default instance
neighbor instance Clears neighbors of the specified instance

<instance_name>

neighbor instance Clears the specified interface of a specified neighbor
<instance_name> instance

interface <interface-

name>

Example: The example below shows how to clear neighbors of the specified
instance
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supervi sor @t bri ck>spi nel: op> clear isis neighbor instance default

IS-IS Database

Syntax:

clear isis database <option> ...

Option Description

Instance Clears neighbors of the default instance
level-1 Clears area level-1

level-2 Clears area level-2

Isp Clears IS-IS database for the specific LSP ID
System Clears the LSDB system ID

Example: The example below shows how to clear the database instance

supervi sor @t bri ck>spi nel: op> clear isis database instance default

The LSDB data is cleared for instance default

2.5. OSPFv2/v3

2.5.1. OSPF Overview

OSPF (Open Shortest Path First) is an Interior Gateway Protocol that distributes
routing information within a single Autonomous System (AS) in an IP network.
OSPF is a link-state routing protocol that uses link-state information to form a
routing table and exchange the routing information with the neighbors.

RtBrick FullStack (RBFS) supports OSPF version 2 (OSPFv2) and OSPF version 3
(OSPFv3), including authentication, LDP-IGP sync, and redistribution policy. RBFS
does not support OSPFv3 Virtual Link.

OSPF routers flood LSAs (link-state advertisements) to all other routers in an
autonomous system. Routers generate routing tables using the information
received from the LSAs and calculate the best path to other routers in the network.
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OSPF uses the Dijkstra (Shortest Path First) algorithm to calculate the best path.

LSAs contain local state information such as interfaces and the reachability of
neighbors. Other routers, which receive this information as LSAs, build their LSDB
(link-state database) using this information. In an OSPF network, all routers build
and maintain information about the topology of that network.

OSPFv3

OSPF Version 3 (OSPFv3) is a modified version of OSPF and it provides support for
the OSPF routing protocol within an IPv6 network. As such, it provides support for
IPv6 addresses and prefixes. It retains most of the structure and functions in
OSPFv2 (for IPv4) with a few changes.

OSPFv3 differs from OSPFv2 in the following ways:

OSPFv3 runs on IPv6, which is based on links rather than network segments
+ OSPFv3 does not depend on IP addresses
« OSPFv3 packets and the LSA format have the following changes:

OSPFVv3 router LSAs and network LSAs do not contain IP addresses, which
are advertised by Type 8 LSAs and Type 9 LSAs

* In OSPFv3, information about the flooding scope is added in the LSA Type field
OSPFv3 stores or floods unidentified packets, whereas OSPFv2 discards
+ OSPFv3 supports multi-process on a link with instance ID

+ OSPFv3 uses IPv6 link-local addresses for forwarding

OSPFv3 Instance ID

One of the advancements of OSPFv3 over OSPFVv2 is the use of the instance ID.
This instance ID is an 8-bit field within the OSPFv3 header.

The original intent for the instance ID was to support multiple instances of OSPFv3
to run on the same interface. In this way, you can manipulate which routers on a
particular segment are allowed to form adjacencies. You could use an instance
number of 0 through 255 to distinguish between the different OSPFv3 instances.

However, within RFC 5838, the instance ID was re-purposed to be used to support
address families (AFs) with OSPFv3. The default instance of 0 is used if no other
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instance is defined. However, specific ranges of the instance ID map to specific AFs.
According to the RFC, these ranges are:

* Instance ID 0 to 31 — IPv6 unicast AF

* Instance ID 32 to 63 — IPv6 multicast AF

* Instance ID 64 to 95 — IPv4 unicast AF

* Instance ID 96 to 127 — IPv4 multicast AF

* Instance ID 128 to 255 — Unassigned

When using IPv4 unicast or IPv6 unicast, the allowed values for the command are
between 0 and 31.

0 ‘ RBFS only supports IPv6 unicast addresses ranging from 0 to 31.

Understanding OSPF Areas

OSPF allows for a logical partition of the autonomous system by dividing it into
areas. This logical partitioning helps to limit the flooding of link-state updates
within an area.

An OSPF Autonomous System can be maintained as a single-area network or can
be divided as a multi-area network. In a single area AS, the topology provides link-
state information of routers in the entire autonomous system.

In a multi-area AS, the topology provides the link-state information of routers
belonging to that particular area, not about routers in other areas in the
autonomous system. Within an area, all OSPF routers maintain separate databases
which are identical.

In a multi-area OSPF network, all areas are connected to the backbone area,
known as Area 0.

Backbone Area

The backbone area, also known as Area 0, is connected to all other areas in an
OSPF network. The backbone area, which acts as a central point of communication,
receives LSAs from other areas and disseminates the same to other areas.
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Area Border Router

Routers that connect one or more areas with the backbone area are called Area
Border Router (ABR). One interface of the ABR is connected to the backbone, while
other interfaces are connected to other areas. ABRs, which belong to multiple
areas in an OSPF network, maintain separate LSDBs for each area that they are
connected to.

The following OSPF architectural diagram shows a simple OSPF network that is
divided into areas. Area 1 and Area 2 are connected to the backbone area (Area 0)
through the ABRs. Area 1 and Area 2 are not directly connected. They receive link
state advertisements from each other from Area 0 which acts as the central point
of communication for all other areas.

Autonomous System Boundary Router

ASBR (Autonomous System Boundary Router) serves as a gateway router to the
OSPF autonomous system. ASBR can operate multiple protocols and work with
other autonomous system routers that run other interior gateway protocols such
as EIGRP, IS-IS, i-BGP, and so on. ASBR can import and translate different protocol
routes into OSPF through the redistribution mechanism.

OSPF DR and BDR Election

An OSPF network chooses one router as a Designated Router (DR) and another as
a Backup Designated Router (BDR) for a broadcast network.

DR acts as a central point of communication by receiving and distributing topology
information. BDR takes over the role of DR if the DR fails. Routers in an OSPF
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network do not directly exchange routing information with each other. Instead,
every router in the network updates routing information only with DR and BDR.
DR, in turn, distributes the topology information with all other routers. This
mechanism reduces network traffic significantly. OSPF chooses one router as DR
and another router as BDR based on the following criteria:

* The router with the highest priority value becomes the designated router and
the router with the second highest priority value becomes the BDR. You can
define the priority values for routers during the interface configuration.

« If multiple routers have the same highest priority value, then the router with
the highest router ID is elected as DR and the router with the second highest
router ID value becomes the BDR.

You can choose a priority value from the range 0 - 255. Routers with the priority
value '0"' do not participate in the DR or BDR election.

Supported OSPF Standards
RBFS supports the following RFCs, which define standards for OSPFv2 and OSPFv3.

« RFC 2328, OSPF Version 2
« RFC 5340, OSPF for IPv6

RFC 5709, OSPFv2 HMAC-SHA Cryptographic Authentication

RFC 7166, Supporting Authentication Trailer for OSPFv3

RFC 8665, OSPF Extensions for Segment Routing

RFC 8666, OSPFv3 Extensions for Segment Routing

0 ‘ RFC and draft compliance are partial except as specified.

Supported Platforms

Not all features are necessarily supported on each hardware platform. Refer to the
Platform Guide for the features and the sub-features that are or are not supported
by each platform.

2.5.2. OSPF Configuration
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Configuration Hierarchy

The diagram illustrates the OSPF configuration hierarchy. All OSPF configuration is
performed within an instance, for example, the default instance or a VPN service
instance. The OSPF instance configuration hierarchy includes parameters that are
generic to the respective OSPF instance. The sub-hierarchies include parameters
that are specific to redistribution or authentication.

| RtBrick Configuration |

—[ Instance Configuration J

OSPF Instance Configuration

Address Family Configuration

Router ID Configuration
Interface Configuration

Area Configuration

Metric Configuration

Opaque Capability Configuration
Segment Routing Configuration

Redistribution Configuration

ECMP Routing Configuration

Authentication Profile Configuration

Configuration Syntax and Commands

The following sections describe the OSPF configuration syntax and commands.

OSPF Instance Configuration

At this configuration hierarchy, you can configure an OSPF instance.
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Syntax:

set instance <instance-name> protocol ospf

Attribute Description

<instance-name> Name of the OSPF instance.

OSPF Address Family Configuration

At this configuration level, you configure the OSPF protocol address family.

0 You must configure the OSPF address family on an OSPF instance
before configuring other supported OSPF features.

Syntax

set instance <instance-name> protocol ospf address-family <afi>

Attribute Description

<instance-name> Name of the instance

<afi> Specifies the Address family identifier (AFI), either IPv4
or IPvé.

The following example shows the OSPF address family (IPv4) configuration.

Example 1: OSPF Instance Address Family IPv6 Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf address-famly ipv4d
{

"rtbrick-config:ipvd": {
"router-id": "198.51.100.10",
"area": [

{
"area-id": "0.0.0.0",
"interface": [
{
"pane": "ifl-0/0/0/1",
"networ k-type": "p2p"
b
{
"panme": "lo-0/0/0/1"

}
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The following example shows the OSPF address family (IPv6) configuration.

Example 2: OSPF Instance Address Family IPv6 Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf address-family ipv6

{
"rtbrick-config:ipve": {
"instance-id": [

{
"instance-id": O,
"router-id": "192.168.0. 10",
"metric": 1000,
"segnent-routing": {
"status": "enable",
"srgh": {
"base": 1000,
"range": 1000
}
b
"redistribute": [
{
"source": "bgp",
"metric": 2000
H
{
"source": "direct",
"policy": "ospf_policy_1"
}
I
"area": [
{

"area-id": "0.0.0.0",
"metric": 1000,
"interface": [

{

"nanme": "ifl-0/0/0/1",

"authentication-profile": "AUTH PROFILE SHA 512_1"
b
{

"name": "ifl-0/0/0/100",

"metric": 20000,

"network-type": "p2p",

"authentication-profile": "AUTH PROFI LE SHA 512 1"
b
{

"name": "ifl-0/0/1/1",

"metric": 40000,

"network-type": "p2p",

"authentication-profile": "AUTH PROFI LE SHA 512 1"
b
{

"nanme": "ifl-0/0/1/100",
"metric": 30000,
"authentication-profile": "AUTH PROFI LE SHA 512_1"

OSPF Router ID Configuration

The router ID is an IP address that OSPF uses to identify a device on the network.
The router ID should be configured under the address family hierarchy.
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Syntax

set instance <instance-name> protocol ospf address-family <afi> <attribute>

<value>

Attribute Description

<afi> Specifies the Address family identifier (AFI), either IPv4
or IPv6.

<afi> instance-id Specifies the instance ID. When using an IPv6 address

<instance-id> family with OSPFv3, an instance ID ranging from 0 to

31 must be specified.

router-id <ipv4-address> The router ID of the routing instance. It is
recommended to specify the router ID.

Example 1: OSPF IPv4 Router Identifier Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf
address-fam |y ipv4 router-id

{
"rtbrick-config:router-id": "192.168.0. 10"

}
supervi sor @t bri ck>SPI NEO1: cfg>

Example 2: OSPF IPv6 Router Identifier Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf
address-fam |y ipv6 instance-id O router-id

{
"rtbrick-config:router-id": "192.168.0. 10"

}
supervi sor @t bri ck>SPI NEO1: cfg>

OSPF Hostname Configuration

Identifying routers through Open Shortest Path First (OSPF) hostnames can
simplify network management as they are easier to remember than router IDs.

Syntax

set instance <instance-name> protocol ospf address-family <afi> <attribute>
<value>
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Attribute Description

<afi> Specifies the Address family identifier (AFI), either IPv4
or IPv6.

<afi> instance-id Specifies the instance ID. When using an IPv6 address

<instance-id> family with OSPFv3, an instance ID ranging from 0 to

31 must be specified.

hosthame <hostname> The hostname of the routing instance.
Example 1: OSPF IPv4 Router Identifier Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf
address-fam |y ipv4 hostnane

{
"rtbrick-config: host name": "C- BNG'

}
supervi sor @t bri ck>SPI NEO1: cfg>

Example 2: OSPF IPv6 Router Identifier Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf
address-fam |y ipv6 instance-id O hostnane

{
"rtbrick-config: host nane": "C BNG'

}
supervi sor @t bri ck>SPI NEO1: cfg>

OSPF Area Configuration

A particular area is defined by its area ID.

set instance <instance-name> protocol ospf address-family <afi> <attribute>

<value>

Attribute Description

<afi> Specifies the Address family identifier (AFI), either IPv4
or IPv6.

<afi> instance-id Specifies the instance ID. When using an IPv6 address

<instance-id> family with OSPFv3, an instance ID ranging from 0 to
31 must be specified.

area <area-id> Specifies the OSPF area ID.
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Attribute
area <area-id> metric

area <area-id> area-type
stub

area <area-id> area-type
totally-stub

area <area-id>
authentication-profile
<authentication-profile>

area <area-id> no-
authentication-check
<enable>

Description
Area scope metric. Range: 1 - 65535. Default: 10000.

A stub area is an area through which or into which AS
external advertisements are not flooded instead type-
3 LSA advertise with a default route.

Totally stub area is an area in which type-3 LSAs are
not allowed instead type-3 LSAs advertise with a
default route.

Specifies the authentication profile name used to
create an attachment point at the area level.

When enabled, OSPF packets received here will not
undergo authentication validation, even if the user
has enabled authentication. However, OSPF will
continue to send authenticated packets from this
interface.

Example 1: OSPF IPv4 Area Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf address-famly ipv4 area 0.0.0.0

{
"rtbrick-config:area": [
{
"area-id": "0.0.0.0",
“interface": [

{
“nanme": "ifl-0/0/0/1",

"aut hentication-profile":

"name": "ifl-0/0/0/100",

"metric": 20000,
"network-type": "p2p",

"aut hentication-profile":

"name": "ifl-0/0/1/1",
"metric": 40000,
"network-type": "p2p",

"aut hentication-profile":

"name": "ifl-0/0/1/100",

"metric": 30000,

"aut hentication-profile":

"name": "ifl-0/0/4/1",
"metric": 60000

"name": "l o-0/0/0/1"

" AUTH_PROFI LE_SHA 512_1"

" AUTH_PROFI LE_SHA 512_1"

" AUTH_PROFI LE_SHA 512_1"

" AUTH_PROFI LE_SHA 512_1"
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"name": "lo-0/0/0/2"

Example 2: OSPF IPv6 Area Configuration

supervi sor @t bri ck>SPI NEO1:

area 0.0.0.0

{

"rtbrick-config:area": [

{

"area-id": "0.0.0.0",
"interface": [

{

"nane": "ifl-0/0/0/1",
"aut hentication-profile":
"nane": "ifl-0/0/0/100",

"netric": 20000,
"network-type": "p2p",
"aut hentication-profile":

“name": "ifl-0/0/1/1",
“metric": 40000,

"network-type": "p2p",
"aut hentication-profile":

"nane": "ifl-0/0/1/100",
"metric": 30000,
"aut hentication-profile":

"nanme": "ifl-0/0/4/1",
"metric": 60000
"nane": "lo-0/0/0/1"
"nane": "lo-0/0/0/2"

" AUTH_PROFI LE_SHA 512_1"

" AUTH_PROFI LE_SHA_512_1"

" AUTH_PROFI LE_SHA 512_1"

" AUTH_PROFI LE_SHA 512_1"

OSPF Interface Configuration

Enable OSPF protocol on the router interfaces.

Syntax:

cfg> show config instance default protocol ospf address-family ipv6 instance-id O

set instance <instance-name> protocol ospf address-family <afi> <attribute>

<value>
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Attribute

<afi>

<afi> instance-id
<instance-id>

area <area-id> interface
<interface-name> Idp-
synchronization enable

metric <metric>

network-type <broadcast
| p2p>

router-priority <router-
priority>

segment-routing index

timer <hello | dead |
wait>

Description

Specifies the Address family identifier (AFI), either IPv4
or IPv6.

Specifies the instance ID. When using an IPv6 address
family with OSPFv3, an instance ID ranging from 0 to
31 must be specified.

Enables LDP OSPF Synchronization. By default, LDP
OSPF synchronization is disabled.

Specify the metric value of an OSPF interface.

broadcast - Sets the network type to broadcast; p2p -
Sets the network type to point-to-point. By default,
the network-type is broadcast.

Sets the router priority for an interface. Allowed
range: 0 - 255, Default: 1. Routers with priority value
'0' do not participate in the DR or BDR election.

Sets the prefix segment identifier (SID) index for the
specified interface.

Interface timer for configuring hello, dead, and wait
timers.

* hello: Sets interval time for sending hello packets
to a neighbor and this time is identical on OSPF
neighbor routers. Default: 10 seconds.

« dead: Sets interval time within which if the
interface does not receive any hello packet from
its neighbor, the interface comes to know that the
neighbor is down. Default: 40 seconds.

+ wait: Sets wait time to delay to trigger the DR/BDR
election. It cannot be more than the time set for
the dead interval. Default: 40 seconds.

150



Technical Documentation: RBFS User Guides

Attribute

mtu-ignore enable

authentication
<authentication-profile>

no-authentication-check
<enable>

Description

If there is an MTU mismatch on both sides of the link
where OSPF runs, the OSPF adjacency will not come
up as the MTU value carried in the Database
Description (DBD) packets. To avoid MTU validation in
the Database Description (DBD) packets, configure
mtu-ignore command. By default, it is disabled.

Specifies the authentication profile name used to
create an attachment point at the interface level.

When enabled, OSPF packets received here will not
undergo authentication validation at the interface
level, even if the user has enabled authentication.

If an authentication profile is attached to an interface and an areg,
the authentication profile attached to the interface takes priority.

Example 1: OSPF IPv4 Interface Configuration

supervi sor @t bri ck>SPI NEO1:
interface
{
“rtbrick-config:interface": [
{

"nane": "ifl-0/0/0/1",

cfg> show config instance default protocol ospf address-family ipv4 area 0.0.0.0

"aut hentication-profile":

"nanme":
"metric": 20000,

"network-type": "p2p",

"aut hentication-profile":

"nane": "ifl-0/0/1/1",
"metric": 40000,

"network-type": "p2p",

"aut hentication-profile":

"name":

"metric": 30000,

"aut hentication-profile":

"nane": "ifl-0/0/4/1",
"metric": 60000
"name": "lo-0/0/0/1"
"nane": "lo-0/0/0/2"

"ifl-0/0/0/100",

"ifl-0/0/1/100",

" AUTH_PROFI LE_SHA 512_1"

" AUTH_PROFI LE_SHA 512 _1"

“ AUTH_PROFI LE_SHA 512 1"

" AUTH_PROFI LE_SHA 512_1"
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Example 2: OSPF IPv6 Interface Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf address-famly ipv6 instance-id O
area 0.0.0.0 interface

{
"rtbrick-config:interface": [
{
"nane": "ifl-0/0/0/1",
"aut hentication-profile": "AUTH PROFI LE_SHA 512 1"
}
{
"nane": "ifl-0/0/0/100",
"metric": 20000,
"network-type": "p2p",
"aut hentication-profile": "AUTH PROFI LE_SHA 512_1"
}
{
"nanme": "ifl-0/0/1/1",
"metric": 40000,
"network-type": "p2p",
"aut hentication-profile": "AUTH PROFILE_SHA 512_1"
H
{
"nane": "ifl-0/0/1/100",
“metric": 30000,
"aut hentication-profile": "AUTH PROFI LE_SHA 512 1"
}
{
"nane": "ifl-0/0/4/1",
"metric": 60000
},
{
"name": "lo0-0/0/0/1"
}
{
"name": "l o-0/0/0/2"
}

OSPF Metric Configuration

Metric is the cost that OSPF uses to calculate and identify the best paths to other
routers.

Syntax

set instance <instance-name> protocol ospf address-family <afi> <attribute>

<value>

Attribute Description

<afi> Specifies the Address family identifier (AFl), either IPv4
or IPvé.

<afi> instance-id Specifies the instance ID. When using an IPv6 address

<instance-id> family with OSPFv3, an instance ID ranging from 0 to

31 must be specified.
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Attribute Description

metric <metric> OSPF address-family metric. Allowed range: 1 - 65535.
Default: 10000.

If you configure the metric at the
address family, it will be applicable to
the configured areas of the address-
o family. If you configure a metric for

an area, this configured metric value
will take precedence over the
address-family metric configurations
of this area.

If you specify a metric value for an area on an
interface will override any area and address-family
metric configurations for this area.

Example 1: OSPF IPv4 Metric Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf address-family ipv4 area 0.0.0.0
metric

{
“rtbrick-config:netric": 1000

}

Example 2: OSPF IPv6 Metric Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf address-famly ipv6 instance-id 0
area 0.0.0.0 netric

{
"rtbrick-config:netric": 1000

}

OSPF Opaque Capability Configuration

Enables opaque link-state advertisements. Routers in the OSPF network can
receive and advertise Type-9, Type-10 and Type-11 opaque LSAs.

Syntax

set instance <instance-name> protocol ospf address-family ipv4 <attribute>
<value>
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Attribute Description

opaque-capability <enable Enable or disable opaque LSA advertisement and
| disable> reception. Set as 'enable’ to enable the router to
receive and advertise opaque LSAs.

Example: OSPF Opaque Capability Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf address-family ipv4 opaque-
capability
{

"rtbrick-config: opaque-capability": "enable"

}

Segment Routing Configuration

Enable segment routing for OSPF. For configuring segment routing, you must
enable the opaque capability by defining it as 'true'. For information, see the
section: "Opaque Capability Configuration".

Syntax

set instance <instance-name> protocol ospf address-family <afi> <attribute>

<value>

Attribute Description

<afi> Specifies the Address family identifier (AFI), either IPv4
or IPv6.

<afi> instance-id Specifies the instance ID. When using an IPv6 address

<instance-id> family with OSPFv3, an instance ID ranging from 0 to
31 must be specified.

segment-routing srgb Specifies the segment routing global block (SRGB) in

base <value> source packet routing. SRGB is used for prefix SIDs.
Supported MPLS label values are 0 - 1048575. The
reserved MPLS label range is O - 15. In RBFS, BGP uses
the label range 20000 - 100000. It is recommended to
assign label values outside of these reserved ranges
to avoid conflicts.

segment-routing srgb OSPF system range of labels from the base label.

range <value>
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Attribute Description

segment-routing status Enable or disable the segment routing feature. By
<disable | enable> default, the status is disabled.

Example 1: OSPF IPv4 Segment routing Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf address-famly ipv4 segnent-
routing

{

“rtbrick-config:segnent-routing": {

"status": "enable",
"srgb": {
"base": 1000,
"range": 1000

}
}
}

Example 2: OSPF IPv6 Segment routing Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf address-famly ipv6 instance-id 0
segnent -rout i ng

{

"rtbrick-config:segnent-routing": {

"status": "enable",
"srgb": {
"base": 1000,
"range": 1000

}
}
}

OSPF Redistribution Configuration

Enable route redistribution for the routes originating from other sources or
protocols such as BGP, Direct, IPoE, IS-IS, PPP, and Static.

Syntax

set instance <instance-name> protocol ospf <afi> <attribute> <value>

Attribute Description

<afi> Specifies the Address family identifier (AFl), either IPv4
or IPv6.

<afi> instance-id Specifies the instance ID. When using an IPv6 address

<instance-id> family with OSPFv3, an instance ID ranging from 0 to

31 must be specified.
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Attribute Description

redistribute <protocol> Specifies the source protocol from which the routes
are to be redistributed. The available options include
BGP, Direct, IPoE, IS-IS, PPP, and Static.

metric <metric> Specifies the metric value for the redistributed routes

metric-type <type 1 | type Specifies the external metric type for the redistributed
2> routes.

policy Specifies the name of the policy map. The redistribute
attach point allows routes from other sources to be
advertised by OSPFv2.

Example 1: OSPF IPV4 BGP Redistribution Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf address-family ipv4 redistribute
bgp
{
“"rtbrick-config:redistribute": [
{
"source": "bgp",
"metric": 2000
}
]
}

Example 2: OSPF IPv6 Redistribution Policy

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf address-family ipvé instance-id O
redistribute direct

{

“"rtbrick-config:redistribute": [
{
"source": "direct",
"policy": "ospf_policy_1"
}
]
}

ECMP Routing Configuration

ECMP (equal-cost multiple paths) routing is a mechanism in which routers forward
packets to a destination using the multiple available best paths. This mechanism
can increase network bandwidth substantially by load-balancing traffic through
multiple best paths.
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Syntax

set instance <instance-name> protocol ospf address-family <afi> <attribute>

<value>

Attribute Description

<afi> Specifies the Address family identifier (AFI), either IPv4
or IPv6.

<afi> instance-id Specifies the instance ID. When using an IPv6 address

<instance-id> family with OSPFv3, an instance ID ranging from 0 to
31 must be specified.

<max-load-balance> Maximum number of equal-cost multiple paths to be
calculated for load balancing. Default: 16. Allowed
range: 1 - 255.

Example: OSPF IPv4 ECMP Routing Configuration

supervi sor @t bri ck>SPI NEO1: cfg> show config instance default protocol ospf address-famly ipv4 nmax-|oad-
bal ance

{

"rtbrick-config: max-1 oad- bal ance": 100

}

Example: OSPF IPv6 ECMP Routing Configuration

supervi sor@t bri ck>SPI NEO1: cfg> show config instance default protocol ospf address-family ipv6 instance-id O
max- | oad- bal ance

{

"rtbrick-config: nax-1 oad- bal ance": 100

}

OSPF Authentication Configuration

OSPF supports the secure exchange of routing updates through authentication.
You can enable authentication by attaching an authentication profile at the area or
interface level. OSPF allows multiple keys to be attached to prevent session
interruption.

The table below shows the authentication types supported by OSPFv2 and v3.

Authentication Type OSPFv2 OSPFv3

Clear Text Yes No

157



Technical Documentation: RBFS User Guides

Authentication Type OSPFv2 OSPFv3
HMAC-SHA-1 Yes Yes
HMAC-SHA-256 Yes Yes
HMAC-SHA-384 Yes Yes
HMAC-SHA-512 Yes Yes
MD5 Yes No

6 To authenticate OSPF, there must be a global authentication

profile present.

Configuring an Authentication Profile
set authentication-profile <attribute> <value>
Attribute Description
<name> Specifies the authentication profile name.
<name> key <key-id> Specifies the message digest key identifier to be used

by the neighboring routers for the OSPF password
authentication. Allowed range: 1 - 255.

<name> key <key-id> type Specifies the type of authentication that is being used,
<auth-type> such as MD5, HMAC-SHA-1, and others.

<name> key <key-id> Specifies the password in plain text format.

plain-text <text>

<name> key <key-id> Specifies the password in an encrypted text format.

encrypted-text <text>

<name> key prefer-key-id Preferred key-id configuration will be used while
<key-id> sending out the packet with the specified key.

0 level.

« When an authentication profile is available, you can configure
an authentication attachment point at the area or interface

« When an authentication profile contains multiple key-IDs, and
the preferred key-ID is not configured, the packet is sent using
the highest key-ID.

In the example below, the authentication profile "auth-profile1" has md5, hmac-
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sha-1, and clear-text enabled. The preferred key-id being 20, the hmac-sha-1
method will be used for authentication.

"rtbrick-config:instance": [
{
"nane": "default",
"address-fam ly": [
{
"afi": "ipv4",
"safi": "unicast"
I
{
"afi": "ipve",
"safi": "unicast"
}
1,
"protocol ": {
"ospf": {
"address-fam ly": {
"ipve": {
"instance-id": [
{
"instance-id": O,
"router-id": "192.168.0.10"
"max- | oad- bal ance": 100
"metric": 1000,
"segnment -routing": {

"status": "enable",
"srgb": {
"base": 1000,
"range": 1000
}
s
"redistribute": [
{
"source": "bgp",
"metric": 2000
},
{
"source": "direct"
"policy": "ospf_policy_ 1"
}
1,
"area": [
{

"area-id": "0.0.0.0",
"metric": 1000,
"interface": [

{

"nane": "ifl-0/0/0/1"

"aut hentication-profile": "AUTH PROFI LE SHA 512 1"
},
{

“name": "ifl-0/0/0/100"

"metric": 20000

"networ k-type": "p2p"

"aut hentication-profile": "AUTH PROFI LE_SHA 512 1"
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2.5.3. OSPF Operational Commands

OSPF Show Commands

OSPF Summary
Displays the OSPF protocol summary information.
Syntax:

show ospf summary <options>

Option Description

- Without any option, the command displays the
information for all instances and address families.

instance <instance-name> OSPF summary information for the given instance.

instance <instance-name> OSPF summary information for the specified instance

<afi> and address family. Supported AFl values are 'ipv4'
and 'ipvé'.

<afi> instance <instance- OSPF summary information for the specified address

name> family and instance. Supported AFI values are 'ipv4'
and 'ipvé'.

Example: OSPF summary for the default instance

supervi sor @t bri ck>SPI NEO1: op> show ospf sunmary
d obal Information:
Nei ghbor State | nformation:
Ful | ;12
Loadi ng 0
Exchange
ExSt art
TwoVay
Init
At t enpt
Down :
I nstance: default, Address famly: ipv4d
General information:
Router ID: 192.168.0.10, Area count: 1, Flood interval: 1000ns
Qpaque capability: True, Segnent routing capability: True
Flags: -|-]-|-]-, Cost: 10000

OO ONOO

SPF initial delay: 50ms, SPF short delay: 200ns, SPF |ong del ay:

Area: 0.0.0.0
Interface count: 7
Interface: ifl-0/0/0/1

Address: 12.0.0.1, State: BDR, Type: broadcast, Priority: 1

5000ns
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Designated router: 12.0.0.2, Backup designated router: 12.0.0.1
Hello interval: 10s, Dead interval: 40s
Cost: 10000, Mru. 1500
Interface: ifl-0/0/0/100
Address: 12.1.0.1, State: P2P, Type: p2p, Priority: 1
Designated router: 0.0.0.0, Backup designated router: 0.0.0.0
Hello interval: 10s, Dead interval: 40s
Cost: 20000, Mru: 1500
Interface: ifl-0/0/1/1
Address: 12.2.0.0, State: P2P, Type: p2p, Priority: 1
Designated router: 0.0.0.0, Backup designated router: 0.0.0.0
Hel lo interval: 10s, Dead interval: 40s
Cost: 40000, Mru: 1500
Interface: ifl-0/0/1/100
Address: 12.3.0.1, State: BDR, Type: broadcast, Priority: 1
Designated router: 12.3.0.2, Backup designated router: 12.3.0.1
Hello interval: 10s, Dead interval: 40s
Cost: 30000, Mru: 1500
Interface: ifl-0/0/4/1
Address: 11.0.0.1, State: DRO her, Type: broadcast, Priority: 1
Designated router: 11.0.0.5, Backup designated router: 11.0.0.4
Hel lo interval: 10s, Dead interval: 40s
Cost: 60000, Mru: 1500
Interface: 10-0/0/0/1
Address: 192.168.0.10, State: P2P, Type: p2p, Priority: 1
Designated router: 0.0.0.0, Backup designated router: 0.0.0.0
Hello interval: 10s, Dead interval: 40s
Cost: 10000, Mru:
Interface: |0-0/0/0/2
Address: 192.168.0.11, State: P2P, Type: p2p, Priority: 1
Designated router: 0.0.0.0, Backup designated router: 0.0.0.0
Hel lo interval: 10s, Dead interval: 40s
Cost: 10000, Mru
I nstance: default, Address famly: ipv6, Instance ID: 0O
General information:
Router |D: 192.168.0.10, Area count: 1, Flood interval: 1000ns
Qpaque capability: True, Segnent routing capability: True
Flags: -|-]-|-]-, Cost: 10000
SPF initial delay: 50ns, SPF short delay: 200ms, SPF |ong del ay: 5000ns
Area: 0.0.0.0
Interface count: 7
Interface: ifl-0/0/0/1
Address: fe80::7810:99ff:fec0:0, State: BDR, Type: broadcast, Priority: 1
Designated router: 192.168.0.20, Backup designated router: 192.168.0.10
Hello interval: 10s, Dead interval: 40s
Cost: 10000, Mru. 1500
Interface: ifl-0/0/0/100
Address: fe80::65:7810: 99ff:fec0:0, State: P2P, Type: p2p, Priority: 1
Designated router: 0.0.0.0, Backup designated router: 0.0.0.0
Hel lo interval: 10s, Dead interval: 40s
Cost: 20000, Mru: 1500
Interface: ifl-0/0/1/1
Address: fe80::7810:99ff:fec0:1, State: P2P, Type: p2p, Priority: 1
Designated router: 0.0.0.0, Backup designated router: 0.0.0.0
Hello interval: 10s, Dead interval: 40s
Cost: 40000, Mru: 1500
Interface: ifl-0/0/1/100
Address: fe80::65:7810:99ff:fec0:1, State: BDR, Type: broadcast, Priority: 1
Designated router: 192.168.0.20, Backup designated router: 192.168.0. 10
Hel lo interval: 10s, Dead interval: 40s
Cost: 30000, Mru: 1500
Interface: ifl-0/0/4/1
Address: fe80::7810:99ff:fec0:4, State: DRQ her, Type: broadcast, Priority: 1
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Designated router: 192.168.0.50, Backup designated router: 192.168.0.40

Hello interval: 10s, Dead interval: 40s
Cost: 60000, Mru. 1500

Interface: 10-0/0/0/1
Address: 192:168::10, State: P2P, Type: p2p, Priority: 1
Designated router: 0.0.0.0, Backup designated router: 0.0.0.0
Hello interval: 10s, Dead interval: 40s
Cost: 10000, Mru. O

Interface: 10-0/0/0/2
Address: 192:168::11, State: P2P, Type: p2p, Priority: 1
Designated router: 0.0.0.0, Backup designated router: 0.0.0.0
Hel lo interval: 10s, Dead interval: 40s
Cost: 10000, Mru. O

OSPF Hostname

Displays the OSPF hostname information.
Syntax:
show ospf hosthame

Example: OSPF hostname for the default instance

supervi sor @t bri ck>SPI NEO1: op> show ospf host nanme

I nst ance AFI I nstance I D Router 1D
def aul t i pvd 192. 168. 0. 10
def aul t ipvé O 192.168. 0. 10

OSPF Interface

Displays OSPF interface information.
Syntax:

show ospf interface <options>

Option Description

Host name
Rout er 1
Routerl

- Without any option, the command displays the
interface information for all instances and address

families.

detail Displays the detailed interface information.
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Option Description

<interface-name> detail  Displays detailed information for the specified
interface. Also, for the specified interface, you can
display interface information with filter options: detail,
ipv4, and ipv4 detail.

instance <instance-name> OSPF interface information for the given instance.
Also, for the specified instance, you can display
interface information with filter options: interface
name, detail, and ipv4 detail.

instance <instance-name> Displays information for a specified interface for a
<interface-name> given instance.

instance <instance-name> Displays detailed information for a specified interface
<interface-name> detail ~ for a given instance.

<afi> Displays OSPF interface information for the specified
address family. Supported AFl values are 'ipv4' and
'ipv6'. You can display interface information for the
specified address family using filters such as interface
name, detail, and instance.

Example 1: OSPF interface information for the default instance

supervi sor @t bri ck>SPI NEO1: op> show ospf interface
Instance: default, Address family: ipv4d

Interface Area | P Addr ess State Type Cost
Priority DR BDR MIU

ifl-0/0/0/1 0.0.0.0 12.0.0.1 BDR broadcast 10000 1
12.0.0.2 12.0.0.1 1500

ifl-0/0/0/100 0.0.0.0 12.1.0.1 P2P p2p 20000 1
0.0.0.0 0.0.0.0 1500

ifl-0/0/1/1 0.0.0.0 12.2.0.0 P2P p2p 40000 1
0.0.0.0 0.0.0.0 1500

ifl-0/0/1/100 0.0.0.0 12.3.0.1 BDR broadcast 30000 1
12.3.0.2 12.3.0.1 1500

ifl-0/0/4/1 0.0.0.0 11.0.0.1 DRCt her broadcast 60000 1
11.0.0.5 11.0.0. 4 1500

lo-0/0/0/1 0.0.0.0 192.168. 0. 10 P2P p2p 10000 1
0.0.0.0 0.0.0.0

| 0-0/0/0/2 0.0.0.0 192.168.0. 11 P2P p2p 10000 1
0.0.0.0 0.0.0.0
I nstance: default, Address family: ipv6, Instance ID: 0

Interface Area | P Addr ess State Type Cost
Priority DR BDR Mru

ifl-0/0/0/1 0.0.0.0 fe80::7810: 99ff: fec0: 0 BDR broadcast 10000 1
192.168. 0. 20 192.168.0. 10 1500

ifl-0/0/0/100 0.0.0.0 fe80: : 65: 7810: 99ff: fec0: 0 P2P p2p 20000 1
0.0.0.0 0.0.0.0 1500

ifl-0/0/1/1 0.0.0.0 fe80::7810:99ff:fecO: 1 P2P p2p 40000 1
0.0.0.0 0.0.0.0 1500

ifl-0/0/1/100 0.0.0.0 fe80::65:7810: 99ff:fec0: 1 BDR broadcast 30000 1
192.168. 0. 20 192.168.0. 10 1500

ifl-0/0/4/1 0.0.0.0 fe80::7810: 99ff: fecO: 4 DRQt her broadcast 60000 1
192.168. 0. 50 192. 168. 0. 40 1500

10-0/0/0/1 0.0.0.0 192:168:: 10 P2P p2p 10000 1
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0.0.0.0 0.0.0.0 0
1 0-0/0/0/2 0.0.0.0
0.0.0.0 0.0.0.0 0

192:168:: 11 P2P p2p 10000 1

Example 2: OSPF interface detailed information

supervi sor @t bri ck>SPI NEO1: cfg> show ospf interface ifl-0/0/1/100 detail
Instance: default, Address family: ipv4

Interface Area | P Addr ess State Type Cost
Priority DR BDR Mru

ifl-0/0/1/100 0.0.0.0 12.3.0.1 BDR broadcast 30000 1
12.3.0.2 12.3.0.1 1500
Instance: default, Address family: ipv6, Instance ID: 0

Interface Area | P Address State Type Cost
Priority DR BDR MTU

ifl-0/0/1/100 0.0.0.0 fe80::65: 7810: 99ff:fecO: 1 BDR broadcast 30000 1

192.168. 0. 20 192.168. 0. 10 1500

OSPF Neighbor

Displays OSPF neighbor information.

Syntax:

show ospf neighbor <options>

Option

instance <instance-name>
area <area-id>
detail

interface <interface-
name>

instance <instance-name>
detail

instance <instance-name>
interface <interface-
name>

instance <instance-name>
interface <interface-
name> detail

Description

Without any option, the command displays the
neighbor information for all instances.

OSPF neighbor information for the given instance.
OSPF neighbor information for the given area.
Displays the detailed neighbor information.

Displays the neighbor information for a specified
interface.

Displays detailed OSPF neighbor information for the
given instance.

Displays OSPF neighbor information for the specified
interface for the given instance.

Displays detailed OSPF neighbor information for the
specified interface for the given instance.
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Option

interface <interface-
name> detail

<afi>

log

Description

Displays detailed neighbor information for a specified

interface.

Displays OSPF neighbor information for the specified
address family. Supported AFl values are 'ipv4' and
'ipv6'. You can display neighbor information for the
specified address family using filters such as interface

name, detail, and instance.

Logs neighbor event information.

Example: OSPF neighbor information for the default instance

supervi sor @t bri ck>SPI NEO1:

op> show ospf nei ghbor

Instance: default, Address family: ipv4d

Addr ess Interface Rout er Area State
BDR Upti ne Expires

12.0.0.2 ifl-0/0/0/1 192.168. 0. 20 0.0.0.0 Ful
12.0.0.2 12.0.0.1 0d: 01h: 38m 12s 33s

12.2.0.1 ifl-0/0/1/1 192. 168. 0. 20 0.0.0.0 Ful |
0.0.0.0 0.0.0.0 0d: 01h: 38m 57s  33s

11.0.0.3 ifl-0/0/4/1 192.168. 0. 30 0.0.0.0 TwoWay
11.0.0.5 11.0.0.4 never 34s

11.0.0. 4 ifl-0/0/4/1 192. 168. 0. 40 0.0.0.0 Ful |
11.0.0.5 11.0.0.4 0d: 01h: 38m 11s 34s

11.0.0.5 ifl-0/0/4/1 192.168. 0. 50 0.0.0.0 Ful
11.0.0.5 11.0.0.4 0d: 01h: 38m 16s 34s

12.1.0.2 ifl-0/0/0/100 192.168. 0. 20 0.0.0.0 Ful
0.0.0.0 0.0.0.0 0d: 01h: 38m 57s  33s

12.3.0.2 ifl-0/0/1/100 192.168. 0. 20 0.0.0.0 Ful
12.3.0.2 12.3.0.1 0d: 01h: 38m 12s 33s
I nstance: default, Address family: ipv6, Instance ID: 0

Addr ess Interface Rout er Area State

BDR Upti me Expi res

fe80::7845:9aff:fec0: 0 ifl-0/0/0/1 192.168. 0. 20 0.0.0.0 Ful
192. 168. 0. 20 192. 168. 0. 10 0d: 01h: 38m 12s 33s

fe80::7845:9aff:fec0O: 1 ifl-0/0/1/1 192.168. 0. 20 0.0.0.0 Ful
0.0.0.0 0.0.0.0 0d: 01h: 38m 52s  33s

fe80::780d: 96ff: fecO: 4 ifl-0/0/4/1 192.168. 0. 30 0.0.0.0 TwoWay
192. 168. 0. 50 192. 168. 0. 40 never 34s

fe80::7801: 34ff:fec0:5 ifl-0/0/4/1 192. 168. 0. 40 0.0.0.0 Ful |
192.168. 0. 50 192.168. 0. 40 0d: 01h: 38m 16s 34s

fe80::7865: laff:fec0: 6 ifl-0/0/4/1 192.168. 0. 50 0.0.0.0 Ful
192.168. 0. 50 192.168. 0. 40 0d: 01h: 38m 16s 34s

fe80::65: 7845: 9aff: fec0: 0 ifl-0/0/0/100 192.168. 0. 20 0.0.0.0 Ful
0.0.0.0 0.0.0.0 0d: 01h: 38m 52s  33s

fe80::65: 7845: 9af f: fecO: 1 ifl-0/0/1/100 192.168. 0. 20 0.0.0.0 Ful
192. 168. 0. 20 192. 168. 0. 10 0d: 01h: 38m 12s 33s

OSPF Segment Routing

Displays OSPF segment routing information.

Syntax:

show ospf segment-routing <options>

Priority DR

Priority DR
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Option

global-block

global-block instance
<instance-name>

global-block instance
<instance-name> <afi>

prefix-segment

prefix-segment <instance>
Displays the OSPF prefix
segments for the specified
instance and address
family

Description

Without any option, the command displays the
neighbor information for all instances.

Displays Segment routing global block (SRGB)
information

Displays Segment routing global block (SRGB)
information for the specified instance

Displays Segment routing global block (SRGB)
information for the specified instance address family.
Supported AFl values are 'ipv4' and 'ipv6'.

Displays the OSPF prefix segment information

prefix-segment <instance-name> <afi>

Example: OSPF neighbor information for the default instance

supervi sor @t bri ck>SPI NEO1:

<...>

OSPF Database

op> show ospf segnent-routing

Displays information from OSPF link-state database that contains data about link-

state advertisements (LSAS).

Syntax:

show ospf database <options>

Option

advertising-router
<router-id>

advertising-router
<router-id> detail

Description

Displays LSDB information for the specified
advertising router.

Displays the detailed LSDB information for the
specified advertising router.
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Option

advertising-router
<router-id> Is-id <Is-id>

advertising-router
<router-id> Is-type
external

detail

instance <instance-name>

Is-id <Is-id>

Is-type <type>

area <area-id>

area <area-id>
advertising-router
<router-id>

area <area-id> detail

area <area-id> Is-id <Is-id>

area <area-id> Is-type
<type>

instance <instance-name>
advertising router <router-
id>

instance <instance-name>
area <area-id>

Description

Displays the LSDB information for the specified link-
state ID for the advertising router.

Displays the LSDB information for the specified LSA
type for the advertising router. Link-state
advertisement types include external, network,
router, and summary.

Displays detailed information from LSDB.

Displays OSPF database information for the given
instance.

OSPF database information for a specific link-state
identifier.

OSPF database information for the specified link-state
type. Link-state advertisement types include external,
network, router and summary.

Displays database information for the specified OSPF
area.

Displays LSDB information for the specified
advertising router for a specified OSPF area.

Displays detailed LSDB information for the specified
OSPF area.

Displays LSDB information for the specified link-state
identifier for the specified OSPF area.

Displays LSDB information for the specified link-state
type for the specified OSPF area. Link-state
advertisement types include external, network,
router, and summary.

Displays LSDB information for the specified
advertising router for the given instance.

Displays LSDB information for the specified area for
the given instance.
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Option Description

instance <instance-name> Displays LSDB information for the specified link-state
Is-id <Is-id> identifier for the given instance.

instance <instance-name> Displays LSDB information for the specified type of
Is-type <type> the given instance. Link-state advertisement types
include external, network, router and summary.

<afi> Displays LSDB neighbor information for the specified
address family. Supported AFl values are 'ipv4' and
'ipv6'. You can display LSDB information for the
specified address family using filters such as interface
name, detail, and instance.

Example 1: OSPF database information for the default instance

supervi sor @t bri ck>SPI NEO1: cfg> show ospf database
Instance: default, Address famly: ipv4, Area: 0.0.0.0

Type Link State ID Advertising Router Age Sequence  Checksum
Cost

Rout er 192.168.0. 10 192.168. 0. 10 578 0x80000008 0x262a

Rout er 192.168. 0. 20 192.168. 0. 20 579 0x80000009 0xddd7

Rout er 192.168. 0. 30 192.168. 0. 30 584 0x80000007 0x92be

Net wor k 11.0.0.5 192.168. 0. 50 583 0x80000004 0xc9bl

Net wor k 12.0.0.2 192.168. 0. 20 579 0x80000004 0x7962

Net wor k 12.3.0.2 192.168. 0. 20 579 0x80000004 Oxdc7a

Net wor k 23.0.0.3 192.168. 0. 30 585 0x80000004 0x9917

Sunmmar y- Net wor k 24.0.1.0 192.168. 0. 20 623 0x80000004 0xbc36
15000

Summar y- Net wor k 24.0.1.0 192.168. 0. 40 623 0x80000004 0x449a
15000

Summar y- Net wor k 24.0.1.0 192.168. 0. 50 578 0x80000005 0x795
25000
Instance: default, Address family: ipv4

Type Link State ID Advertising Router Age Sequence  Checksum
Cost

Ext er nal 200.0.1.0 192. 168. 0. 60 619 0x80000004 O0xba29
16777214

Ext er nal 200.0.1.60 192. 168. 0. 60 619 0x80000004 0x6047
16777214

Ext er nal 200.0.1.61 192.168. 0. 60 619 0x80000004 0x5650
16777214
Instance: default, Address family: ipv6, Instance ID: 0, Area: 0.0.0.0

Type Link State ID Advertising Router Age Sequence  Checksum
Cost

OSPFv3- Rout er 0.0.0.0 192.168. 0. 10 578 0x80000007 0xb041

OSPFv3- Rout er 0.0.0.0 192.168. 0. 20 579 0x80000007 0x1085

OSPFv3- Rout er 0.0.0.0 192.168. 0. 30 580 0x80000007 0xe89

Inter-Area-Prefix 1.0.0.0 192.168. 0. 20 624 0x80000004 0xd4b7
15000

Inter-Area-Prefix 1.0.0.0 192.168. 0. 30 624 0x80000004 0x2208
25000

Inter-Area-Prefix 1.0.0.0 192. 168. 0. 40 623 0x80000004 0x5clc
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15000
Inter-Area-Prefix 1.0.0.0 192. 168. 0. 50 623 0x80000004 oxf 9ee
10000
Intra-Area- Prefix 1.0.0.0 192. 168. 0. 10 578 0x80000006 ox7af 2
Intra-Area- Prefix 1.0.0.0 192. 168. 0. 20 579 0x80000005 Oxf 646
Intra- Area- Prefix 1.0.0.0 192. 168. 0. 30 580 0x80000006 0x56b2
Li nk 6.0.8.0 192.168. 0. 10 583 0x80000005 0x7d82
Li nk 6.0.8.0 192. 168. 0. 20 584 0x80000005 Oxa5la
Li nk 6.0.32.3 192.168. 0. 10 623 0x80000004 0x17d2
Li nk 6.0.32.3 192. 168. 0. 20 624 0x80000004 0x3f 6a
Instance: default, Address family: ipv6, Instance ID: 0
Type Link State ID Advertising Router Age Sequence  Checksum
Cost
OSPFv3- Ext er nal 1.0.0.0 192. 168. 0. 60 619 0x80000004 0xa367
16777214
OSPFv3- Ext er nal 2.0.0.0 192. 168. 0. 60 619 0x80000004 0x738a
16777214
<...>
Example 2: OSPF database detailed information
supervi sor @t bri ck>SPI NEO1: cfg> show ospf database det ai
I nstance: default, Address family: ipv4, Area: 0.0.0.0 LSAs
LSA I D: 192.168.0. 10
Advertising router: 192.168.0.10, LSA type: Router
Sequence nunber: 0x80000008, Checksum O0x262a, LSA age: 719s
Length: 132, Options: *|-|-|-|-|-|El*, Flags: -|-|-]-
Nurmber of links: 9
Link ID 12.0.0.2
Li nk data: 12.0.0.1, Type: Transit
Type of service: 0, Metric: 10000
Link ID 192.168.0. 20
Link data: 12.1.0.1, Type: P2P
Type of service: 0, Metric: 20000
Link ID 12.1.0.0
Li nk data: 255.255.255.252, Type: Stub
Type of service: 0, Metric: 20000
Link ID 192.168.0. 20
Li nk data: 12.2.0.0, Type: P2P
Type of service: 0, Metric: 40000
Link ID 12.2.0.0
Li nk data: 255.255.255. 254, Type: Stub
Type of service: 0, Metric: 40000
Link ID 12.3.0.2
Li nk data: 12.3.0.1, Type: Transit
Type of service: 0, Metric: 30000
Link ID 11.0.0.5
Li nk data: 11.0.0.1, Type: Transit
Type of service: 0, Metric: 60000
Link ID 192.168.0.10
Li nk data: 255.255.255. 255, Type: Stub
Type of service: 0, Metric: 10000
Link ID 192.168.0.11
Li nk data: 255.255.255. 255, Type: Stub
Type of service: 0, Metric: 10000
LSA I D: 192.168.0. 20
Advertising router: 192.168.0.20, LSA type: Router, Router |ID 192.168.0. 20
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Sequence nunber: 0x80000009, Checksum O0xddd7, LSA age: 720s
Interface: ifl-0/0/0/100, Neighbor address: 12.1.0.2
Length: 156, Options: *|-|-|-|-|-|E*, Flags: -|-|-|B
Nunber of |inks: 11
Link ID 12.0.0.2
Li nk data: 12.0.0.2, Type: Transit
Type of service: 0, Metric: 10000
Link ID: 192.168.0. 10
Li nk data: 12.1.0.2, Type: P2P
Type of service: 0, Metric: 20000
Link ID0 12.1.0.0
Li nk data: 255.255.255.252, Type: Stub
Type of service: 0, Metric: 20000

Example 3: OSPF database for an advertising router

supervi sor @t bri ck>SPI NEO1: cf g> show ospf database advertising-router 192.168.0.10
Instance: default, Address famly: ipv4, Area: 0.0.0.0

Type Link State ID Advertising Router Age Sequence  Checksum
Cost
Rout er 192.168. 0. 10 192.168. 0. 10 791 0x80000008 0x262a

Instance: default, Address family: ipv6, Instance ID: 0, Area: 0.0.0.0

Type Link State ID Advertising Router Age Sequence  Checksum
Cost
OSPFv3- Rout er 0.0.0.0 192. 168. 0. 10 791 0x80000007 0xb041
Intra-Area-Prefix 1.0.0.0 192.168. 0. 10 791 0x80000006 Ox7af 2
Li nk 6.0.8.0 192.168.0. 10 796 0x80000005 0x7d82
Li nk 6.0.32.3 192.168. 0. 10 836 0x80000004 0x17d2
Li nk 6.8.8.0 192.168. 0. 10 836 0x80000004 0x677e
Li nk 6.8.32.3 192. 168. 0. 10 836 0x80000004 0x2b9b
Li nk 6.32.8.0 192.168. 0. 10 795 0x80000006 0x3893

OSPF SPF Result
Displays SPF results.
Syntax:

show ospf spf result <options>

Option Description

- Without any option, the command displays the SPF
result of all instances.

area <area-id> Displays SPF result for the specified area.

instance <instance-name> Name of the instance
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Option

node-id <node-id>

area <area-id> <node-id>

instance <instance-name>

area <area-id>

instance <instance-name>

node-id <node-id>

<afi>

Description

Displays SPF result for the specified node identifier.

Displays SPF result for the specified node identifier for
a specified area.

instance.

a given instance.

Displays SPF result for the specified area for a given

Displays SPF result for the specified node identifier for

Displays SPF result information for the specified
address family. Supported AFl values are 'ipv4' and
'ipv6'. You can display SPF result information for the
specified address family using filters such as interface

name, detail, and instance.

Example 1: OSPF SPF Result for the default instance

supervi sor @t bri ck>SPI NEO1: op> show ospf spf result
ipvd, Area: 0.0.0.0

I nstance: defau

Node | D
Next hop
12.0.0.2
12.3.0.2
23.0.0.3
12.0.0.2
11.0.0.5
12.0.0.2
192.168. 0. 10
192.168. 0. 20
12.0.0.2
192.168. 0. 30
12.0.0.2
192.168. 0. 40
12.0.0.2
192. 168. 0. 50
12.0.0.2
I nstance: defau
Node | D
Next hop
192.168. 0. 10
6.0.8.0
6.8.32.3
192.168. 0. 20
fe80::7845: 9aff:
6.0.8.0
fe80::7845: 9aff:
192.168. 0. 30
fe80::7845: 9aff:
192.168. 0. 40
fe80::7845: 9aff:
6.48.8.0

fe80::7845: 9aff:

t, Address fanmily:
Type

net wor k
net wor k
net wor k
net wor k
router
router
router
router
router

t, Address fanmily:
Type

router
net wor k
net wor k

router
fec0: 0
net wor k
fec0: 0
rout er
fec0: 0
rout er
fec0: 0
net wor k
fec0: 0

Cost

10000

30000

20000

55000

0

10000

20000

55000

55000

i pv6,

Cost

10000

30000

10000

20000

20000

55000

55000

Advertising Router

192.168. 0. 20

2,

928

192.

192.

192.

192.

192.

192.

168.

168.

168.

168.

168.

168.

168.

168.

0.

0.

0.

0.

20

30

.50

.10

. 20

.30

40

50

Area: 0.0.0.0,
Advertising Router FI

192.168.0. 10

192.

928

192.

192.

192.

192.

192.

168.

168.

168.

168.

168.

168.

168.

0.

0.

20

20

.20

.30

.30

.40

.50

| nst ance

Fl ags

Nei ghbor Node

192.

192.

192.
192.
192.

192.

Nei ghbor Node

192.
192.
192.
192.

192.

168.

168.

168.

168.

168.

168.

.20

.20

.20

.20

.20

.20

168. 0. 20

168. 0. 20

168. 0. 20

168. 0. 20

168. 0. 20

Interface
| ocal

I ocal
ifl-0/0/0/1
ifl-0/0/0/1
| ocal
ifl-0/0/0/1
ifl-0/0/0/1
ifl-0/0/0/1
ifl-0/0/0/1
Interface
| ocal

| ocal

| ocal
ifl-0/0/0/1
ifl-0/0/0/1
ifl-0/0/0/1
ifl-0/0/0/1
ifl-0/0/0/1
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192.168. 0. 50 router
fe80::7845: 9aff: fec0: 0

55000 192.168. 0. 50 -1-1-IB 192.168. 0. 20 ifl-0/0/0/1

Example 2: OSPF SPF Result for the specified node identifier for the given area

supervi sor @t bri ck>SPI NEO1:
stance: default,

I'n

Node | D

Next hop
192.168. 0. 10 router

I'n

stance: default,

Node | D

Next hop
192.168. 0. 10 router

Type

Type

OSPF SPF Log

Address fam ly:

Address famly:

op> show ospf spf result area 0.0.0.0 node-id 192.168.0. 10

ipv4d, Area: 0.0.0.0
Cost Advertising Router Flags Nei ghbor Node Interface

0 192.168. 0. 10 -1 - - | ocal

ipve, Area: 0.0.0.0, Instance ID: O
Cost Advertising Router Flags Nei ghbor Node Interface

0 192. 168. 0. 10 a=]=]= = I ocal

Displays SPF Log information.

Syntax:

show ospf spf log <options>

Option

Description

Without any option, the command displays the SPF
log of all instances.

instance <instance-name> Displays SPF log for the specified instance.

<afi>

Displays SPF log information for the specified address
family. Supported AFI values are 'ipv4' and 'ipv6'. You
can display SPF log information for the specified
address family using filters such as interface name,
detail, and instance.

Example 1: OSPF SPF Result for the default instance

supervi sor @t bri ck>SPI NEO1: op> show ospf spf |og

| nst ance:

Rout er

def aul t
| D: 192.168.0. 10

Schedul e timestanp: 2024-04-30 11:19:51, Area ID: 0.0.0.0, LSA type: Router
Reason: Router LSA change, Back off timer: 50, LSA count: 1

LS ID: 0.0.0.0, Nunber of schedule request: 1

SPF start tinme: 2024-04-30 11:19:51, Nunber of nodes: 1, Nunber of links: O
Nunber of stub |inks:
Rout er LSA change count: 1, Network LSA change count: -
Prefix changes: -, Sequence nunber: 1

Rout er

ID: 192.168.0.10

0, SPF init time: 31lus, SPF run tinme: 394us

172
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Schedul e tinestanp: 2024-04-30 11:19:51, Area ID: 0.0.0.0, LSA type: Router
Reason: Router LSA change, Back off timer: 50, LSA count: 1
LS ID: 192.168.0. 10, Nunber of schedule request: 1
SPF start tine: 2024-04-30 11:19:51, Nunber of nodes: 1, Number of links: 0
Nurmber of stub links: 7, SPF init tine: 7us, SPF run tinme: 311lus
Rout er LSA change count: 1, Network LSA change count: -
Prefix changes: -, Sequence nunber: 2
Router ID: 192.168.0. 10
Schedul e ti mestanp: 2024-04-30 11:19:51, Area ID: 0.0.0.0, LSA type: Link
Reason: Unknown map - (value) Oxa, Back off tiner: 200, LSA count: 5
LS ID: 6.0.8.0, Nunber of schedul e request: 5
SPF start tine: 2024-04-30 11:19:51, Nunber of nodes: 1, Nunber of |inks: O
Nunber of stub links: O, SPF init time: 7us, SPF run time: 172us
Rout er LSA change count: 1, Network LSA change count: -
Prefix changes: -, Sequence nunber: 3
Router ID 192.168.0.20
Schedul e tinestanp: 2024-04-30 11:19:51, Area ID: 0.0.0.0, LSA type: Router
Reason: Router LSA change, Back off tiner: 5000, LSA count: 6
LS ID: 192.168.0.20, Nunmber of schedul e request: 6
SPF start tine: 2024-04-30 11:19:56, Nunber of nodes: 3, Nunmber of links: 6

Nunber of stub |inks:

Rout er LSA change count:
Prefix changes: -,
<...>
OSPF Route

20, SPF init tinme: 35us,

SPF run tine:
7, Network LSA change count: -

182us

Sequence nunber: 4

Displays OSPF routing table information.

Syntax:

show ospf route <options>

Option

area <area-id>
instance <instance-name>

instance <instance-name>
<afi>

instance <instance-name>
<afi> <safi>

Description

Without any option, the command displays the OSPF
route information for all instances.

OSPF route information for the given area.
OSPF route information for the given instance.

Displays OSPF route information for the specified
address family and instance. Supported AFI values are
'ipv4" and 'ipv6'.

Displays OSPF route information for the specified
addr